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A B S T R A C T

Design and Formal Analysis of Real-Time Memory Controllers

Modern multi-core embedded systems integrate an increasing number of heteroge-
neous resources to provide the necessary computational capacity for executing a variety
of applications simultaneously. To reduce the cost, resources are shared by real-time and
non-real-time applications. The former have timing requirements, such as a maximum
response time or a minimum throughput, which must always be satis�ed. The latter
must be responsive and require good average performance. However, it is di�cult to
design these systems because of the complex sharing of resources between applications,
making it challenging to meet their timing requirements.

SDRAM is typically used as a main data storage device in embedded systems to store
the data for the executed applications. It is shared by memory requestors, such as proces-
sors, DMAs, and hardware accelerators, which generate diverse memory tra�c in terms
of arbitrary read/write transactions with variable sizes on behalf of the applications
they run. As a result, the memory controller coordinating between the requestors and
the SDRAM has to provide guaranteed performance for real-time applications, while
still giving good average performance to the rest, in the context of this diverse memory
tra�c. It is di�cult for a memory controller to meet this requirement, because SDRAM
is a complex resource, resulting in interference between requestors when they com-
pete for the memory. Existing real-time memory controllers execute transactions by
scheduling commands to the SDRAM either (semi-)statically based on pre-computed
command schedules or dynamically. Static scheduling eases the analysis by sacri�cing
average performance, since run-time information cannot be exploited, and it does not
e�ciently support variable transaction sizes. On the other hand, dynamic scheduling
achieves better average performance, while the analysis becomes harder. Therefore, ex-
isting dynamically-scheduled memory controllers and/or their analyses only support
�xed transaction sizes.

The goal of this thesis is to overcome the problem of designing an e�cient real-time
memory controller for increasingly complex systems that feature a mix of real-time
and non-real-time applications. The main contributions of this thesis are 1) a memory
controller, named Run-DMC, designed to e�ciently deal with the diverse tra�c by dy-
namically scheduling commands for each transaction at run-time, and 2) three analysis
approaches proposed to provide the worst-case response time (WCRT) and worst-case
bandwidth (WCBW) based on a formalization, a data�ow model, and a timed automata
model, respectively.
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The architecture of Run-DMC consists of a front-end and a back-end. The front-end
connects to the requestors through a bus or Network-on-Chip (NoC). It receives trans-
actions from di�erent requestors and then uses a novel work-conserving time-division

multiplexing (TDM) arbiter to send transactions to the back-end. The TDM arbiter uses
time slots with variable lengths to cope with the variable-sized transactions. Moreover,
the requirements of the requestors can be satis�ed by allocating a di�erent number
of slots to them. The back-end executes transactions with variable sizes by dynami-
cally scheduling commands to the SDRAM using a new command scheduling algorithm,
which exploits pipelining within and between transactions.

Run-DMC is analyzed using three proposed analysis approaches. Our �rst approach
is based on a formalization that accurately computes the time when a command is sched-
uled. The formalization is implemented as an open-source tool called RTMemController.
Based on the formalization, the WCRT and WCBW can be computed, and they are guar-
anteed to be conservative using manual proofs, which are time-consuming to make. Our
second approach switches the e�ort from formal analysis to modeling the timing behav-
ior of the memory controller, which is much easier and faster. The worst-case bounds
can be derived by analyzing the model with existing techniques and tools, which can
automatically handle the complex interferences between transactions. The second ap-
proach is based on a mode-controlled data�ow (MCDF) model. An existing tool called
Heracles is used to automatically derive the WCBW bound. However, Heracles cannot
analyze the WCRT. The third approach uses a timed automata (TA) model to accurately
capture the timing behavior of Run-DMC, and the bounds on WCBW and WCRT are
obtained by verifying properties of the TA model via model checking. Finally, since the
same memory controller is analyzed with these three analysis approaches, we investi-
gate their strengths and weaknesses with respect to performance, portability, exploita-
tion of static information, simulation, validation, and veri�cation.

The proposed memory controller and the analysis approaches are experimentally
evaluated. The results demonstrate that Run-DMC signi�cantly outperforms a state-
of-the-art semi-static memory controller in the average case by achieving 44.9% smaller
response time and 16.7% larger bandwidth, while they are comparable in the worst-case.
Moreover, we compare the performance of the three analysis approaches and quantify
the impact of their underlying assumptions. The results show that the TA model out-
performs the MCDF model that in turn is better than the formal analysis approach.
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1
I N T R O D U C T I O N

In the 20th century, one of the greatest inventions was the Internet [9], which connects
people and delivers information worldwide. Now, we are in 2016 and what can be ex-
pected for the future is that a massively connected world beyond the Internet will be
built, where everything will be connected, leading to the Internet of Things (IoT) [41].
The connected world will be much more cooperative, productive, and intelligent. Simi-
larly to the Internet where computers are the fundamental components, embedded plat-
forms will be the "heart" of "things", such as our digital watch, mobile phones, naviga-
tion systems, factory controllers, and the computers inside cars and aircraft. Embedded
platforms are designed for a particular purpose and interact with physical mechanical
or electrical systems by running their applications, which often have real-time require-

ments [19], such as a time deadline or a processing throughput requirement. These re-
quirements may be associated with the safety or mission of the system and must hence
be satis�ed.

To satisfy the requirements of the real-time applications, the embedded platform has
to provide guaranteed performance [11], such as a worst-case execution time and/or
a minimum throughput. However, it is challenging to achieve this goal because of the
complexity of embedded platforms, which are composed of an increasing number of re-
sources, such as processing cores, hardware accelerators, memories, I/O interfaces, and
peripherals. Moreover, the platform supports both real-time and non-real-time applica-
tions [2, 16], and the resources in the platform are shared between all the applications.
Guaranteed performance must be given to real-time applications, such that their require-
ments are always satis�ed, while good average performance is needed by non-real-time
applications to feel responsive.
Synchronous Dynamic Random-Access Memory (SDRAM) is one of the most shared re-

sources in an embedded platform and has great impact on satisfying the requirements of
applications [60]. It is accessed by memory requestors, such as cores, hardware accelera-
tors, and direct memory access (DMA) modules, via a memory controller. Since multiple
applications execute concurrently in the platform, the requestors generate diverse traf-

�c for the memory controller, which receives arbitrarily-mixed read/write transactions
with variable sizes. Moreover, the memory addresses of transactions correspond to dif-
ferent internal locations of the SDRAM, resulting in complex interferences between

1
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transactions. This thesis focuses on design and formal analysis of real-time memory con-

trollers, which e�ciently deal with the diverse memory tra�c.

This chapter starts with Section 1.1, which introduces real-time embedded systems.
The requirements of applications are discussed, followed by a brief introduction of the
main memory sub-system in an embedded hardware platform. The problems of design-
ing and analyzing of real-time memory controllers are given in Section 1.2. In Section 1.3,
we brie�y discuss how our contributions address the raised issues.

1.1 real-time embedded systems

This section investigates some general trends in the application requirements, modern
multi-core hardware platforms, and main memory subsystems. In particular, the main
memory subsystem is presented in more detail, since it is the basis of the work in this
thesis.

1.1.1 Application Requirements

There is a variety of applications running on modern multi-core embedded platforms,
including hard/soft real-time and non-real-time applications [61]. The hard real-time
applications have deadlines that must always be respected. For example, a longitudinal
�ight controller adjusts the longitude of an aircraft by changing its speed within a given
time period [83]. It is unacceptable to miss a deadline, since it can cause catastrophic
consequences, such as an aircraft crash and the loss of lives. In contrast, soft real-time
applications are not safety critical, and certain deadline misses are tolerable, though
they are highly undesirable. One or more overrun deadlines for soft real-time applica-
tions may result in temporary quality/service degradation, but will not lead to a catas-
trophe. For example, displaying a video stream on mobile devices can accept occasional
dropped frames, which have a little negative e�ect on the Quality of Service (QoS) for the
users [106]. Finally, non-real-time applications, such as web browsing [89], do not have
any timing constraints and can tolerate occasional slow response times. However, they
have to be fast enough to keep the user happy and have a good average performance.

This thesis focuses on how to provide guaranteed performance for the main memory,
such as the worst-case response time and bandwidth. The worst-case response time is the
maximum latency experienced by a transaction in the memory controller. The worst-
case bandwidth represents the minimum data transfer rate of the memory controller
over a long time period. They are used to satisfy the requirements imposed by the hard
real-time applications on the memory subsystem. In this thesis, we do not distinguish
soft real-time and non-real-time applications. The reason is that soft real-time applica-
tions are typically supported by just providing good enough average performance. Note
that this thesis does not address the issues of how to e�ciently allocate resources (e.g.,
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memory space, bandwidth) to the applications, such that their requirements are satis-
�ed. There exist solutions in [8, 46, 77] to solve these issues.

1.1.2 Multi-Core Hardware Platforms

With the advances in semiconductor technology with respect to shrinking transistor di-
mensions, an increasing number of transistors are integrated on a single chip [57]. This
high density of transistors makes it possible to integrate multiple cores in a System-on-

Chip (SoC). As a result, a large amount of o�-chip circuitry can be moved from printed
circuit boards to integrated circuits. This allows manufactures to produce smaller boards,
while simplifying the board layout and routing, reducing power consumption and cost [54].
It also reduces the complexities involved in high-speed board design. Due to the abun-
dant resources on a chip, it allows multiple applications to be executed concurrently.

Multi-core platforms have been widely used in almost all present electronic systems,
such as consumer electronics [60, 103], telecommunication systems [14], and automo-
tive systems [17]. They are also promising for use in avionics [82]. Multi-core platforms
executing multiple applications usually consist of various heterogeneous hardware re-
sources. Figure 1.1 presents an example of a general hardware platform, which can be
used for smart phones [86, 104] for instance. It contains a number of processing cores,
on-chip static random-access memory (SRAM), hardware accelerators, DMAs, I/O inter-
faces, and also the o�-chip memory (i.e., SDRAM), etc. The cores can be either used
to perform general-purpose computation [49] or digital signal processor (DSP) cores for
numerical manipulation of signals [78]. Hardware accelerators are specialized for accel-
erating speci�c functions [102]. For example, video or audio engines are often imple-
mented using hardware accelerators [76]. The on-chip SRAM is fast and used for the
cache or scratchpad. However, the capacity of the SRAM cannot be large, e.g., maxi-
mally a few megabytes, because of the relatively high cost per bit (i.e., 6 transistors for
one bit). The o�-chip SDRAM is used as main memory. It has much larger capacity up
to gigabytes, since only one transistor and one capacitor are needed for one bit, thus
consuming less area. However, SDRAM is slower than SRAM and has to be periodi-
cally refreshed to prevent data loss, as the capacitor su�ers from leakage. The SDRAM
is shared by other resources to read or write data via a memory controller integrated
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in the SoC. The on-chip interfaces for I/O devices manage video streams or data from
Ethernet network. These on-chip resources are interconnected by a communication in-
frastructure, such as a bus or a network-on-chip (NoC) [33].

The hardware resources in a platform allow an application to be parallelized by run-
ning tasks on multiple processors simultaneously [94, 99]. Multiple applications can be
deployed in the platform at the same time by sharing the resources. As a result, complex
interferences between applications rise due to shared resources in the platform. When
one application accesses a resource, other applications requiring the same resource have
to wait. This impacts their ability to satisfy the timing constraints. In particular, SDRAM
is a very commonly shared resource by the requestors, such as cores, hardware accelera-
tors, DMAs, which generate diverse memory tra�c. This makes the design and analysis
of memory controllers challenging.

Next, we will focus on the memory subsystem and introduce how a memory con-
troller serves transactions generated by di�erent requestors.

1.1.3 Main Memory Subsystem

The memory subsystem is typically hierarchically organized in a SoC. The on-chip
caches (e.g., L1/L2/L3 caches) are closer to the processor, such that it operates without
su�ering the long latency of reading data from the main memory, i.e., o�-chip SDRAM.
When the required data is not stored in the cache, e.g., a last-level cache miss, the proces-
sor generates a transaction (i.e., memory request) to read data from the SDRAM via the
memory controller. When data must be stored, a write transaction is generated by the
processor and sent to the memory controller, which forwards the data to the SDRAM.
Similarly, other processing elements (e.g., hardware accelerators) may use DMA or spe-
ci�c circuit logic to manage their memory transactions and read/write data from/into
the SDRAM via the memory controller.

SDRAM is a very popular volatile memory and is used for temporary data storage. It
is accessed via the on-chip memory controller, which is typically partitioned into a front-
end and a back-end, as shown in Figure 1.2. The front-end receives transactions from dif-
ferent requestors, and decides in which order to serve them. Its architecture is composed
of queues for transactions per requestor and an arbiter to schedule each transaction to
the back-end. The transaction is then executed by sending instructions (i.e., memory
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commands) to the SDRAM, such that internal actions are triggered, e.g., reading or
writing. In essence, the back-end translates the transaction into commands with the
command generator, as presented in Figure 1.2. Once commands are generated, they are
scheduled for execution in the SDRAM by a command scheduler, also shown in Figure 1.2.
Note that commands are scheduled through a command bus to the SDRAM, where only
one command can be transferred per clock cycle. Although the front-end and back-end
are conceptually separate, interaction exists between them. For example, the front-end
arbitration between requestors can be triggered by the back-end when a speci�c com-
mand is scheduled. Moreover, depending on the implementation, the transaction-level
arbitration in the front-end can be combined with the command-level scheduling in the
back-end.

The external SDRAM is typically viewed as a black-box to simplify its internal com-
plexities [21, 29, 91, 109]. However, SDRAM is structured with multiple banks (i.e., mem-
ory arrays), which are controlled by memory commands. Commands can be executed
on multiple banks simultaneously. This results in so-called bank parallelism [59], which
supports the pipelining between transactions by executing their commands correspond-
ing to di�erent banks at the same time. The command scheduling is also complex. The
reasons include: 1) it has to respect an internal �nite-state machine that speci�es the
valid orders of executing commands, and 2) commands are executed subject to the tim-

ing constraints, such that the SDRAM can work properly. 3) When multiple commands
are available for execution, e.g., all time constraints are satis�ed for them, the sched-
uler has to choose one of them and sends to the SDRAM via the command bus. This is
called a collision between these executable commands. The occurrence of collisions is
unpredictable, because it is hard to know when the timing constraints are satis�ed for
multiple commands at the same time. Therefore, it is hard to predict the scheduling of
a command, and thus bounding the memory performance is a challenging problem.

1.2 problem statement

This section discusses the two main problems solved in this thesis. The �rst problem is
how to design memory controllers to e�ciently deal with the diverse memory tra�c in
a heterogeneous multi-core hardware platform. The following problem is how to ana-

lyze the timing behavior of the memory controller and provide guaranteed performance
in terms of worst-case response time and bandwidth. These worst-case results can be
further integrated into system-level analysis of the application. For example, the worst-
case response time for the SDRAM can be integrated as the cache miss penalty into the
worst-case execution time estimation tools of applications [11]. In addition, they can
be also integrated into a system-level analysis using data�ow formalism [80]. Although
this is an important topic, the integration of worst-case results into a high-level analysis
of real-time applications is outside the scope of this thesis.
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1.2.1 Problem I: Real-Time Memory Controller Design

In modern multi-core systems, we see two relevant trends. 1) Both real-time and non-
real-time applications are deployed at the same time in the same SoC [2, 16]. As dis-
cussed in Section 1.1.1, the former require guaranteed performance, while the latter
should be given good average performance to feel responsive. 2) An increasing number
of heterogeneous hardware resources are integrated in a system. The external SDRAM
is shared by all resources, which result in diverse memory tra�c in terms of arbitrarily-
mixed read and write transactions with variable sizes and di�erent physical addresses,
as discussed in Section 1.1.2. These trends pose the following requirements on a memory
controller: it has to e�ciently deal with the diverse tra�c, while being analyzable to bound

its performance, such that the requirements of real-time applications can be satis�ed. More-

over, the memory controller should also give good average performance to non-real-time

applications.

A memory controller faces diverse memory tra�c from di�erent requestors executing
tasks of real-time and/or non-real-time applications. The front-end of the memory con-
troller needs an arbiter to schedule transactions from di�erent requestors. However, it
is hard to choose a proper arbiter. First, requestors have di�erent requirements in terms
of worst-case response time and/or bandwidth because of the applications being exe-
cuted. The arbiter has to distinguish these di�erences between requestors. As a result,
the widely used round-robin (RR) arbiter [85] is not always applicable, since requestors
are served in a cycle, and each of them is given an equal opportunity to access the
memory. A TDM arbiter [37] can allocate di�erent number of time slots to requestors
based on their requirements. However, a requestor needs many slots to satisfy its tight
response time requirements, while the allocated bandwidth is wasted if the requestor
has a low bandwidth requirement [77]. This problem can be overcome by �xed-priority
based arbiters by giving di�erent priorities to requestors according to their response
time requirements [55, 56]. However, this may result in starvation when a requestor is
always overtaken by a prioritized requestor.

The back-end of a memory controller executes transactions by generating and schedu-
ling commands to SDRAM subject to the timing constraints. There exists state-of-the-
art real-time memory controllers [3, 25, 39, 88], which use pre-computed static com-
mand schedules to execute transactions, such that their analyses are easy. Intuitively,
each transaction is executed by picking up commands from the static schedules and
sequentially sending them to the SDRAM. Since the schedules are statically designed,
they only support a �xed transaction size and cannot exploit the run-time state of the
SDRAM. However, transactions in the diverse tra�c need to be dynamically executed,
since they have variable sizes. Moreover, the run-time state of the SDRAM can be ex-
ploited to achieve good performance. We can imagine that di�erent numbers of com-
mands are needed by the variable-sized transactions, since a read/write command exe-
cuted by SDRAM triggers a data burst of �xed size. Moreover, other commands are also
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needed to manage the banks of SDRAM. Therefore, the question is what kind of com-

mands and how many of them should be generated for each transaction. This question
relies on the mechanisms used by the back-end. For example, a memory transaction
can read/write data bursts from/into multiple banks rather than a single one, resulting
in parallel accesses to di�erent banks.

The scheduling of commands has to enable correct execution of commands based on
the internal �nite-state machine of SDRAM, while satisfying their timing constraints. It
is di�cult for the scheduler to make a decision, because 1) the execution of a command
can be fast or slow depending on the relevant timing constraints and the current state
of the SDRAM. 2) The execution of the current command in�uences future commands,
resulting in command-level interferences. 3) The interferences between transactions are
complex, because their commands to di�erent banks can be scheduled in a pipelined
manner. Therefore, it is challenging to design an e�cient memory controller to deal
with the diverse memory tra�c. Finally, the memory controller must be analyzable,
such that the worst-case response time and bandwidth can be derived. The analysis
challenges will be discussed in the next section.

1.2.2 Problem II: Real-Time Memory Controller Analysis

This thesis focuses on analyzing the worst-case response time and bandwidth for the
SDRAM. However, the main di�culty is the complex interferences between requestors,
transactions, and commands. The response time of a transaction in the memory con-
troller starts when it arrives at the front-end. Then it may experience a delay caused by
other requestors, whose transactions may be executed �rst. The interference between
requestors is highly dependent on the arbitration mechanism used in the front-end of
the memory controller. It can be RR, TDM, or priority-based arbitrations, such as credit-
controlled static-priority arbitration (CCSP) [5] and frame-based static priority (FBSP) [6].
When the transaction is scheduled and is sent to the back-end, it is executed in pipelin-
ing with the previous transaction, resulting in interferences between transactions. Fi-
nally, the data transmission is triggered when the read/write commands are executed by
SDRAM. Hence, it is hard to analyze for how long time a transaction is executed. Within
this time, a �xed amount of data corresponding to the transaction size is transferred. It
is even more di�cult to extend this analysis to a sequence of arbitrary transactions cor-
responding to a larger data volume. As a result, the long-term bandwidth measured by
the execution times of transactions divided by the transferred data is more di�cult to
obtain.

1.3 thesis contributions

This section introduces our solutions to solve the two critical issues of design and anal-
ysis of real-time memory controllers.
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1. We design a dynamically-scheduledmemory controller, which e�ciently deals with
the diverse memory tra�c at run-time and o�ers guarantees as well as good average
performance. We refer to this memory controller as Run-DMC and it is introduced
in Chapter 3.

2. To analyze the worst-case response time and bandwidth of Run-DMC, three analysis
approaches are proposed.
• A formal analysis approach uses a mathematical model to compute the time,

at which each command is scheduled by Run-DMC. To address the complex
interferences between transactions, it applies two simplifying assumptions to
provide the worst-case initial bank state for an arbitrary transaction. Then the
bounds on the worst-case response time and bandwidth are computed, and they
are formally proved to be conservative. This formal analysis approach is given
in Chapter 4.

• A data�ow model is proposed to provide better bounds in an easier way than the
formal analysis approach. It naturally captures the dependencies of scheduling
commands by Run-DMC, and an existing analysis tool is used to automatically
derive the bound on worst-case bandwidth. This approach eliminates one of the
assumptions used in the formal analysis approach, resulting in a better bound.
Moreover, the bound is easier to obtain, since it does not rely on complex manual
proofs used by the previous approach. This approach is presented in Chapter 5.

• The third approach continues modeling Run-DMC in Chapter 6, where a timed
automata model is proposed to accurately describe the timing behavior of Run-
DMC without any simplifying assumptions. The bounds on both worst-case re-
sponse time and bandwidth are derived using model checking with an exist-
ing tool. This approach performs equally well as or better than the previous
approaches to derive the bounds.

3. All the three analysis approaches are used to analyze the same memory controller (i.e.,
Run-DMC). This allows us to investigate their strengths and weaknesses in Chap-
ter 7.

4. Finally, the formal analysis approach has been implemented as an open-source tool
RTMemController [70] to evaluate both the average-case and worst-case performance
of Run-DMC. Moreover, the TA model is also publicly available on-line [73].

Figure 1.3 shows an overview of the development of Run-DMC, including its implemen-
tation, simulation, validation, and veri�cation, by using di�erent models and tools. We
proceed by explaining each contribution and Figure 1.3 in more detail in the following
sections.
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Figure 1.3: The development of our dynamically-scheduled memory controller Run-DMC.

1.3.1 Run-DMC: a Dynamically-Scheduled Real-Time Memory Controller

To e�ciently deal with the diverse memory tra�c, we design a memory controller to
execute transactions with variable sizes by dynamically scheduling commands to the
SDRAM according to the run-time SDRAM state and timing constraints. Its architecture
is composed of a front-end and a back-end. The front-end uses a novel TDM arbiter to
serve requestors with variable transaction sizes. The TDM slots hence have variable
lengths. Moreover, it is �exible to meet the requirements of requestors by allocating
di�erent number of time slots to each requestor, while being easy to analyze. The two
novelties to reduce the worst-case response time are that 1) idle slots (i.e., no transac-
tions from the requestor) are skipped rather than being reallocated. This reduces the
interference delay between requestors, since the requestor receiving the slot may have
larger transaction sizes and consume more time. 2) Requestors are served in descending
order of their transaction sizes. The reason is that transactions pipeline better following
a larger transaction than a smaller one.

To avoid complexity while still being e�cient, the back-end dynamically generates
commands based on the transaction type (i.e., either read or write), size, and physi-
cal address. It schedules commands based on an algorithm that uses a �rst-come �rst-

serve (FCFS) scheme to execute transactions in-order, while it supports pipelining be-
tween successive transactions. Moreover, scheduling collisions occurring when multi-
ple commands are executable at the same time are avoided by prioritizing the read/write
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commands over others. The reason is that the read/write commands trigger data trans-
mission, and giving higher priorities to them intuitively provides good performance.
The proposed memory controller will be introduced in Chapter 3. It has been imple-
mented as a cycle-accurate SystemC model, as shown in Figure 1.3. It is the basis of
validating the analysis models of Run-DMC.

1.3.2 Formal Analysis of Run-DMC

As discussed in Section 1.2.2, the analysis of a memory controller that pipelines com-
mands across transactions is di�cult because of the complex interferences between re-
questors, transactions, and commands. We propose a formal analysis approach to over-
come this problem by partitioning it into two parts, where 1) interferences between
requestors are analyzed in the front-end of Run-DMC that uses our novel TDM arbiter,
and 2) the analysis of the back-end covers the interferences between commands. In par-
ticular, the back-end analysis bounds the maximum length of each time slot used by the
TDM arbiter. The formal analysis approach will be presented in Chapter 4.

To carry out the worst-case analysis, we �rstly propose a formalization to accurately
capture the scheduling times of commands. This formalization has been implemented as
an open-source C++ tool, named RTMemController [70]. It is validated by the SystemC
simulator, ensuring accurate command scheduling times (see Figure 1.3). Therefore, the
timing behavior of RTMemController is equivalent to the SystemC model of the memory
controller. Due to the equivalence, RTMemController will be used to validate the other
analysis models of Run-DMC.

Based on the formalization, the worst-case execution time experienced by a transac-
tion in the back-end is analyzed. The di�culty is that the execution of the current trans-
action depends on the previously scheduled commands corresponding to earlier transac-
tions. We employ two conservative assumptions to eliminate the impact of these earlier
transactions. The �rst assumption is that the commands of the previous transactions
were scheduled as-late-as-possible (ALAP), resulting in the maximum possible schedu-
ling times of the previous commands. This provides the worst-case initial SDRAM state
for the current transaction. Moreover, Run-DMC prioritizes read/write commands over
others. When there is a collision between them, these commands with lower priority
are delayed. Since the collisions are unpredictable, the analysis has to conservatively as-
sume that they always occur for the low-priority commands. Then the formalization can
compute the maximum scheduling times of commands for the current transaction, re-
sulting in the worst-case execution time in the back-end. This is the so-called analytical

approach, as shown in Figure 1.3. To achieve lower worst-case execution time, RTMem-

Controller is used to actually detect the command collisions for the current transaction,
while the scheduling times of the previous commands are still given using ALAP sche-
duling. As a result, this scheduled approach hence outperforms the analytical approach.
Both of them are included in RTMemController. Finally, we compute the worst-case band-
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width based on the worst-case execution time, with which a �xed amount of data is
transferred. In addition, the worst-case response time in the front-end is calculated ac-
cording to the static TDM slot allocation, where the period of each slot equals to the
relevant worst-case execution time.

1.3.3 Data�ow Modeling of Run-DMC

Run-DMC schedules commands subject to the SDRAM �nite-state machine and the tim-
ing constraints, which result in dependencies between commands. These dependencies
have already been captured by the formalization. However, its worst-case analysis pro-
vides pessimistic results because of the conservative assumptions. Moreover, the anal-
ysis is based on manual proofs that are very time-consuming to make. As a result, it
is di�cult to extend the formal analysis approach to di�erent memory controllers or
SDRAM devices. Data�ow models naturally capture dependencies and existing tools can
be used to derive the worst-case results by automatically analyzing the model. There-
fore, we switch the e�ort from formal analysis to modeling the timing behavior of the

memory controller and derive the worst-case results by analyzing the model with existing

techniques and tools.

We propose a mode-controlled data�ow (MCDF) model that captures the dependencies
of dynamic command scheduling for Run-DMC. Existing data�ow analysis techniques
implemented in the Ericsson’s Heracles tool [79] are used to derive the worst-case re-
sults. The MCDF model will be introduced in Chapter 5. In the MCDF model, memory
commands are represented by actors. The SDRAM timing constraints are captured by
the execution time of actors, while the dependencies are described by edges between
actors. A mode corresponds to a subset of the data�ow graph and the dynamism in
the memory tra�c in terms of di�erent transactions can be captured by dynamically
selecting di�erent modes.

The MCDF model is executable and supports simulation of the memory controller.
We use this to validate the MCDF model with the open-source tool RTMemController,
which provides identical scheduling times of commands for the same transaction traces.
The analysis of the MCDF model provides the minimum throughput of executing trans-
actions after determining the critical sequence of transactions. The minimum through-
put can be converted into the worst-case/minimum bandwidth (WCBW). The WCBW
is determined by analyzing sequences of transactions rather than a single transaction.
The former supports exploiting the pipelining between transactions, while the latter
used by the formal analysis approach does not. Therefore, the MCDF model can pro-
vide better WCBW results in a more convenient way using existing analysis tool. The
experimental results demonstrate that the MCDF model outperforms the formal analy-
sis approach. However, similarly to the analytical approach in the formal analysis, the
MCDF model conservatively assumes command collisions to avoid non-deterministic
variations in the data�ow model. It uses the actual scheduling times of command rather
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than the ALAP scheduling, as shown in Figure 1.3. Moreover, the Heracles tool is only
capable of proving the WCBW, as analysis of worst-case response time is not supported.

1.3.4 Timed Automata Modeling of Run-DMC

To overcome the drawbacks of the previous MCDF model, we continue modeling Run-
DMC using a di�erent model, which is based on timed automata (TA) [15]. The open-
source tool Uppaal [13] is used to carry out the modeling, simulation, and veri�cation. In
particular, the worst-case response time and bandwidth can be automatically obtained
by exhaustively exploring the state space via model checking with Uppaal.

We have developed a modular TA model of our dynamically-scheduled memory con-
troller without any simplifying assumptions, as shown in Figure 1.3. The TA model will
be given in Chapter 6. The timing behavior of each component (e.g., TDM arbiter, com-
mand generator, command scheduling) is accurately described by a TA. The accuracy
has been validated by simulating the TA model with given transaction traces using
Uppaal, and also feeding these traces to the open-source RTMemController. Identical
scheduling times of commands are obtained in these two ways, which suggests that the
TA model accurately captures the timing behavior of Run-DMC.

Model checking exhaustively explores the state space, which automatically includes
the complexities of interferences between requestors, transactions, or commands, whether
they occur in the front-end or back-end. Therefore, the proposed TA model is capable
of 1) providing tight worst-case results, which are validated easily. The reason is that
Uppaal provides a diagnostic transaction trace (i.e., witness) for each result. The experi-
mental results demonstrate that the TA model gives better worst-case results than these
previous approaches. 2) It can be easy to extend to other memory controllers, since the
TA of the common components can be reused.
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B A C K G R O U N D & T E R M I N O L O G Y

This chapter sets the stage on which the following chapters will play out. The SDRAM
is introduced in Section 2.1, including its architecture and memory commands as well
as the timing constraints between commands. SDRAM is connected to the memory con-
troller with the command, address, and data buses. It executes commands scheduled by
the memory controller, which coordinates between the memory requestors (e.g., proces-
sors, GPU, DMA, hardware accelerators) and the SDRAM. Section 2.2 will introduce the
general functionalities of a memory controller, which are partitioned into a front-end
and a back-end. The front-end receives transactions from di�erent requestors, which are
served by an arbiter. When a transaction is sent to the back-end, a number of commands
are generated, and are sequentially scheduled to the SDRAM via the command bus with-
out violating any timing constraints. Finally, to formalize the command scheduling for
an individual transaction, the relevant timings are de�ned in Section 2.3, followed by
the metrics to evaluate the performance of the memory controller. The metrics include
the execution time in the back-end, the response time, and the bandwidth provided by
the memory controller.

2.1 sdram architecture and operation

2.1.1 SDRAM Architecture

The o�-chip SDRAM is a very popular volatile memory and used as temporary data
storage. An SDRAM chip comprises a set of banks, e.g., a contemporary DDR3 SDRAM
chip typically has 8 banks. A bank contains a memory array consisting of elements
arranged in rows and columns [51], as shown in Figure 2.1. The banks can work in
parallel. However, they share the same interface consisting of command, address, and
data buses. As a result, only one command or data word can be sent to one bank at a
time. The command bus transfers a single command per clock cycle, while the data bus
transfers two data words per cycle for a double data rate (DDR) memory. Moreover, the
data bus is bidirectional and used to both read and write data. The address bus transfers
the physical address in terms of bank, row, and column for each command. To issue
a command, several timing constraints have to be satis�ed, as speci�ed by the JEDEC

13
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DDR3 standard [53]. Timing constraints guarantee that the SDRAM can properly exe-
cute the received commands. Note that although this thesis focuses on DDR3 SDRAMs,
it requires only minor adaptations to work with other types of SDRAMs, such as DDRx,
LPDDRx and Wide I/O.

2.1.2 SDRAM Commands and Timing Constraints

An SDRAM executes commands, which mainly include Activate (ACT), read (RD), write
(WR), precharge (PRE), refresh (REF), and no operation (NOP). The execution of commands
has to satisfy SDRAM timing constraints, as summarized in Table 2.1. The commands
work as follows:

• An ACT command opens a row in a bank, i.e., moves the data in the row into the
row bu�er of the bank (see Figure 2.1). It makes the data available for subsequent
RD or WR command(s). This activation takes tRCD cycles, as indicated in Table 2.1.
The ACT command is accompanied by the addresses of the required bank and row.

• When data is available in the row bu�er, a RD or WR command triggers reading or
writing a burst of data from a range of columns in the open row. The burst length (BL)
is 8 words for DDR3 SDRAMs. The �rst bit of the required data appears on the data
bus tRL cycles after issuing a RD command, while it is after tWL cycles for a WR

command. The DDR3 SDRAM transfers two words per cycle. As a result, a data
burst occupies the data bus for BL/2 cycles. When more data bursts are needed, a
number of RD or WR commands can be issued to SDRAM. Each RD or WR command
is accompanied by the address of the �rst column of the data burst. The address is
aligned with BL, i.e., address (in words) modulo BL = 0.

• Once reading/writing is �nished, a PRE command is issued to close the open row,
i.e., the data in the row bu�er is stored back to the original row in the bank. Sub-
sequently, a di�erent row in the bank may be opened. The timing constraints to
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issue a PRE command include tRAS after an ACT command, tRTP after a RD com-
mand, and tWTP and tWR after a WR command. They are shown in Table 2.1. A
PRE command can be either explicitly issued via the command bus or by adding an
auto-precharge �ag to the previous RD or WR command, such that precharging is
automatically triggered when all timing constraints are satis�ed. The latter is called
an auto-precharge policy. The precharging duration is tRP cycles.

• Since SDRAM is volatile, it has to be periodically refreshed every tREFI cycles to
retain the data. A REF command is issued after all open rows are closed. The period
of refreshing (tRFC) depends on the capacity of the SDRAM and the operating tem-
perature. Table 2.1 assumes a capacity of 2 Gb and a �xed operating temperature
range, i.e., 0 ◦C to 85 ◦C [53].

• Finally, a NOP command is issued when waiting until timing constraints are satis-
�ed, or when no commands have to be executed. NOP does nothing.

Table 2.1: Timing constraints (TC) for DDR3-1600G SDRAM [53].

TC Description Cycles

tCK Clock period 1
tRCD Minimum time between ACT and RD or WR commands to the same bank 8
tRRD Minimum time between ACT commands to di�erent banks 6
tRAS Minimum time between ACT and PRE commands to the same bank 28
tFAW Time window in which at most four banks may be activated 32
tCCD Minimum time between two RD or two WR commands 4
tWL Write latency. Time after a WR command until �rst data is available on the bus 8
tRL Read latency. Time after a RD command until �rst data is available on the bus 8
tRTP Minimum time between a RD and a PRE command to the same bank 6
tRP Precharge duration time 8
tWTR Internal WR command to RD command delay 6
tWR Write recovery time. Minimum time after the last data word has

been written to a bank until a precharge may be issued
12

tRFC Refresh period time 128
tREFI Refresh interval 6240

2.1.3 Command Scheduling

An SDRAM operates on commands, which can be scheduled in various ways by the
memory controller. This section �rstly provides a simpli�ed state diagram, which gives
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Figure 2.2: Simpli�ed state diagram of scheduling commands.

an overview of the possible orders of scheduling commands to a single bank or multi-
ple banks, respectively. Then, we introduce several concepts for command scheduling,
including 1) page policy, 2) command pipelining, and 3) bank interleaving.

2.1.3.1 State Diagram of Scheduling Commands

Following the descriptions of how commands work in the previous section, we can
straightforwardly draw Figure 2.2 that presents a state diagram to show the valid orders
of scheduling commands. To access a single bank, it implies the following situations:

• SDRAM can read/write one or more data bursts only if the row is open. This requires
an ACT command followed by one or multiple RD/WR commands. It is captured by
the transition from the ACT state to the RD/WR state in Figure 2.2. In addition,
RD/WR state has a self-transition, which means multiple RD/WR commands can be
issued in a sequence.

• Precharging is performed after reading or writing is complete, resulting in the tran-
sition from the RD or WR state to the PRE state. The transition from PRE to ACT in
Figure 2.2 shows that opening a new row in the bank is after closing the previous
row.

• Finally, the SDRAM can be refreshed when the row is closed, and thus there is a
transition from PRE to REF in Figure 2.2. Since SDRAM is allowed to execute a
group of refreshes, the REF state consists of a self-transition. It implies that a new
REF command can be scheduled after another one subject to the timing constraints.

In addition to the transitions of scheduling commands to a single bank, additional
transitions in Figure 2.2 illustrate the possible orders of scheduling commands to di�er-
ent banks. For example, two ACT commands can be scheduled to two di�erent banks
successively, since banks work in parallel. This is depicted by the self-transition of the
ACT state in Figure 2.2.
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2.1.3.2 Page Policies

The ACT and PRE commands are scheduled according to the page policy of the memory
controller. With an open-page policy, a row is left open when a RD or WR command has
completed. In contrast, with a close-page policy, an open row is closed as soon as possible
after a RD or WR command has �nished. When an open row is required by a transaction,
a so-called row-hit or page-hit occurs, while a row-miss or page-miss is caused when a
closed row is needed. With a page-hit, only RD and WR commands are scheduled by
the memory controller that uses an open-page policy. When the transaction encounters
a page-miss, the memory controller with an open-page policy has to schedule a PRE

command to close the current row, followed by an ACT command to open the required
row. Then, RD or WR commands can be scheduled. When a close-page policy is used,
the row of a transaction is always closed. As a result, the memory controller has to
schedule an ACT command, followed by a number of RD or WR commands, and �nally
a PRE command. Transactions resulting in a page-hit bene�t from an open-page policy,
while a close-page policy is more e�cient for page-misses. It only needs to open the
required row. In the worst-case, most analyses of real-time memory controllers have
to assume transactions always experience page-misses. The reason is that it is hard to
statically show they will be hits [108]. To achieve better worst-case performance, we
use a close-page policy in this thesis.

2.1.3.3 Command Scheduling Pipelining

SDRAM banks can work in parallel, where one bank is activating or precharging while
another bank is simultaneously reading or writing data. This is the so-called bank par-

allelism. As a result, ACT and PRE commands for one bank can be pipelined with the
RD or WR commands to another bank. To illustrate the bene�t of pipelining, Figure 2.3
shows the command schedules for two transactions with or without pipelining, where
a DDR3-1600G SDRAM is taken as an example. The timing constraints are given in Ta-
ble 2.1. Both transactions need to read two data bursts. Figure 2.3(a) presents the case
where the two transactions access the same bank, e.g., Bank 0. With a close-page policy,
the ACT command for the second transaction has to be scheduled after the PRE com-
mand of the �rst transaction has completed, i.e., a new row in Bank 0 can be opened
after the current row is closed. This takes a long time, i.e., 65 cycles to schedule all the
commands. If the second transaction needs a di�erent bank, e.g., Bank 1, Figure 2.3(b)
shows the pipelined command schedule. The ACT command for the second transaction
is pipelined with the commands of the �rst transaction. As a result, the command sched-
ule for these two transactions is shorter, requiring only 36 cycles. However, due to the
command scheduling pipelining, a collision may occur on the command bus when tim-
ing constraints are satis�ed for more than one command at the same time. The reason
is that the command bus only transfers one command per cycle. The memory controller
needs to resolve command collisions.
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Figure 2.3: Command scheduling: no pipelining vs. pipelining

2.1.3.4 Bank Interleaving

The previous section discussed pipelining between transactions. This section introduces
the pipelining within a transaction, which is interleaved over multiple banks while sev-
eral data bursts are transferred per bank. Two parameters have been introduced to �ex-
ibly exploit the command pipelining for a transaction [7, 36]:

1. Bank interleaving (BI): the number of consecutive banks that are accessed to read or
write the required data of a single transaction;

2. Burst count (BC): the number of continuous data bursts per bank for a single trans-
action.

As a result, the data size of a transaction equals BI × BC × BL words, where BL is the
burst length. The width of a word is determined by the width of the data bus.

2.2 real-time memory controllers

In modern multi-core platforms, memory requestors, such as processors, DMAs, and
hardware accelerators, access the o�-chip SDRAM via a memory controller. A general
real-time memory controller architecture is shown in Figure 2.4. Its front-end and back-
end will be introduced in Section 2.2.1 and Section 2.2.2, respectively.
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2.2.1 Memory Controller Front-End

The front-end receives transactions from the requestors through a bus or a NoC. In real-
time systems, the interconnect must o�er performance guarantees, e.g., as done by the
dAElite NoC [96]. The received transactions are bu�ered in a queue per requestor, as
shown in Figure 2.4. One of these transactions is then selected by the arbiter according to
an arbitration policy, such as TDM [37], RR [85] or CCSP [5], and is sent to the back-end.
Note that a write transaction is sent to the back-end without transferring its associated
data, which still stays in the bu�er in the front-end. The data will be transferred to the
SDRAM via the data bus based on scheduling theWR in the back-end. Figure 2.4 shows a
general front-end architecture, which is suitable for contemporary multi-core platforms.
For many-core platforms with a very large number of requestors, techniques such as
coupling NoC and memory controller [23], distributed arbitration [32] and multiple
memory channels [30] can be used. However, they are outside the scope of this thesis.

2.2.2 Memory Controller Back-End

The back-end receives each transaction sent by the front-end and translates the transac-

tion into a sequence of commands, which are scheduled to the SDRAM via the command

bus. To achieve this goal, the logical address of a transaction is translated into a phys-
ical address in terms of bank, row, and column according to the memory map, which
determines the location of data in the SDRAM. The memory map also speci�es how
a transaction is split over the memory banks and thus the degree of bank parallelism
used when serving it. This is captured by the two parameters: BI and BC, as previously
described.
BI and BC are limited to powers of two for e�cient address decoding. Thus, the BI

consecutive banks of a transaction must start on a bank aligned with BI [39]. Memory
mapping with BI and BC is a trade-o� between execution time, bandwidth, and power
consumption, as shown in [36, 39, 40]. This thesis focuses on the lowest possible execu-
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Figure 2.5: Command generation for a read transaction with BI = 2 and BC = 2.

tion time. As a result, the largest possible BI is chosen to increase the exploited bank par-
allelism. However, interleaving over all 8 banks (i.e., BI = 8) of a DDR3 SDRAM cannot be
helpful to achieve the lowest execution time because of the tFAW timing constraint (see
Table 2.1) [39]. Moreover, this con�guration increases the power consumption, since
there are more banks working in parallel. In fact, various memory mapping strategies
can be supported by specifying di�erent BI and BC combinations. For example, a small
BI and a large BC support a block-oriented memory mapping that increases the row hit
rate by mapping consecutive data bursts to the same row of a bank [43]. In contrast,
stripe-oriented mapping with a relatively large BI and a small BC allocates data bursts
to di�erent banks and exploits bank parallelism [74].

The command generator translates a transaction into a sequence of commands that
are stored in command queues for each bank. The required commands of a transac-
tion depend on BI, BC, and also the page-policy, i.e., either open-page or close-page, as
previously introduced in Section 2.1.3. A transaction is interleaved over BI number of
banks, each with BC number of data bursts. With a close-page policy, it requires an
ACT command followed by BC number of RD or WR commands and a PRE command
at the end for each bank. Figure 2.5(a) shows the generated commands for a read trans-
action to access each bank, where the starting bank is assumed to be Bank 0. Note that
if an auto-precharge policy is used, no explicit PRE commands are needed, but instead
a �ag is attached to the last RD or WR command of a bank to trigger the precharging
when timing constraints are satis�ed. With an open-page policy, Figure 2.5(b) and Fig-
ure 2.5(c) present the required commands, when a transaction experiences page-hit and
page-miss, respectively.

Finally, the command arbiter schedules commands to SDRAM, subject to the timing
constraints, and data transmission on the data bus automatically follows a RD or WR

command after a �xed time. The data is transferred directly between the bu�er in the
front-end and the SDRAM via the data bus. Consequently, the analysis of a real-time
memory controller only needs to focus on scheduling commands for each transaction.



2.3 analysis of real-time memory controllers 21

Bank Bank Bank… Bank Bank Bank… 

iT 1iT 

( ) ij i
b BS

( ) 1j i
b

 ( ) 1
i

j i BI
b

  ( 1) ( )
i

j i j i BI
b b

 


( ) 1
i

j i BI
b

 
1

( ) 1
i i

j i BI BI
b


  

Bank 

number

Bank 

access 

number

( ) 1j i  ( ) 1
i

j i BI ( )j i ( 1) ( ) ij i j i BI   ( ) 1
i

j i BI 
1

( ) 1
i i

j i BI BI


  … … 

… … 
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2.3 analysis of real-time memory controllers

This section introduces the terminology and de�nitions to formalize the execution of
transactions by a memory controller. They will be used throughout this thesis.

2.3.1 Bank Accesses for Transactions

A transaction is de�ned in De�nition 1 based on its characteristics in terms of size, type,
and the parameters (i.e., BI and BC) for memory mapping. An arbitrary transaction is
denoted by Ti and it uses BIi and BCi. Since Ti interleaves over consecutive banks, we
only need to know its starting bank number (BS) for the analysis, while the physical
addresses of row and column can be ignored for analysis purposes. Note that i is the
arrival number of the transaction in the back-end rather than in the front-end, since the
analysis of the front-end in this thesis does not require the arrival number.

De�nition 1 (Transaction). A transaction is de�ned as a tuple Ti = (S(Ti), Type(Ti), BIi,

BCi, BSi), where:

1. i represents the arrival number of the transaction in the back-end and ∀i ≥ 0.

2. S(Ti) is the size of Ti in bytes.

3. Type(Ti) denotes the type of Ti and is either read or write.

4. BIi is the number of banks that Ti interleaves over.

5. The number of the read or write bursts per bank for Ti is BCi.

6. The starting bank number of Ti is denoted by BSi.

Each transaction accesses one or more banks. From the analysis perspective, we often
only care about successive bank accesses, but not which transactions they belong to. For
example, the �rst transaction T0 has the bank access number from 0 to BI0 − 1, and T1

continues with the bank access number from BI0 to BI0 + BI1 − 1, and so on. Generally,
the j

th(∀j ≥ 0) bank access uses bank bj, which is the bank number. We assume the
�rst bank access number for an arbitrary transaction Ti is j, which is a function of i as
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denoted by j(i). It can be calculated with Eq. (2.1) based on the BI used by all previous
transactions. Figure 2.6 illustrates the execution of two successive transactions Ti and
Ti+1 accessing BIi and BIi+1 banks, respectively, where the bank access number and bank
number are explicitly shown. For legibility, we use j instead of j(i) and bj instead of bj(i)

throughout this thesis. Therefore, j should be syntactically replaced by j(i) and bj by bj(i)

everywhere. Note that bj is also the starting bank of Ti, thus bj = BSi.

∀i ≥ 0, j(i) =
i−1∑
k=0

BIk (2.1)

Using the numbering method of bank accesses, Figure 2.7 presents an example of
executing three successive transactions T0, T1, and T2 by sequentially scheduling com-
mands through the command bus subject to the SDRAM timing constraints. Note that
a RD or WR command is denoted by RW in Figure 2.7, where an auto-precharge policy
is assumed and there are no explicit PRE commands. T0 uses BI0 = 2 and BC0 = 1, while
both T1 and T2 only need one data burst, leading to BI1 = BI2 = 1 and BC1 = BC2 = 1.
T0 starts with Bank 2, i.e., BS0 = 2. T1 and T2 start with Bank 0 and Bank 2, respectively,
and hence BS1 = 0 and BS2 = 2. T0 is the �rst transaction executed in the memory
controller back-end. Its bank access number starts with 0 (i.e., j(0) = 0) and increases
for the following transactions. The corresponding bank number is Bank 2, resulting in
bj(0) = b0 = 2. In the same way, b1 = 3, bj(1) = b2 = 0, and bj(2) = b3 = 2.

Next, we formalize the general scheduling dependencies of commands to any two
successive banks in Section 2.3.2. Then, the timings of commands and transactions are
de�ned in Section 2.3.3, followed by de�nitions of the performance metrics (worst-case)
response/execution time and bandwidth.
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2.3.2 Command Scheduling Dependencies

This section focuses on formalizing the scheduling of commands to banks. Dependen-
cies exist between commands when they are scheduled to the SDRAM. For example, af-
ter anACT command is scheduled to open a row in a bank, the memory controller has to
wait at least tRCD cycles (see Table 2.1) to schedule the following RD or WR command.
As a result, the scheduling of the RD or WR command depends on the ACT command.
The dependencies are also a�ected by the command scheduling algorithm, which spec-
i�es the order of commands. The timing constraints can be classi�ed into inter-bank

and intra-bank. The former apply for scheduling commands to di�erent banks, while
the latter are used for the same bank. This section generally formalizes the scheduling
dependencies of commands to two successively accessed banks.

Figure 2.8 illustrates the scheduling dependencies of commands to two banks bj and
bj+1 for one or two transactions. j and j+1 are the bank access numbers. It is possible to
have bj = bj+1, representing that the same bank is successively accessed twice. The j

th

bank access needs an ACT command followed by BCi RD or WR (i.e., RW ) commands
and a PRE command at the end (or an auto-precharge �ag). These commands are repre-
sented by ACTj, RWk

j
(k ∈ [0,BCi − 1]) , and PREj, respectively, where BCi is the burst

count of transaction Ti that bank access j belongs to. In particular, RWk

j
is the k

th
RW

command to the bank.
Figure 2.8 uses dotted and solid arrows to depict the command scheduling dependen-

cies, which are caused by the inter- and intra-bank timing constraints, respectively. The
scheduling of a command depends on previous commands, which are speci�ed by the
input arrows. The labels near the arrows denote the timing constraints, i.e., the number
of cycles that the following command has to wait before it can be scheduled. For ex-
ample, the timing constraints for scheduling an ACT command include tRRD, tRP and
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tFAW, previously described in Table 2.1. Therefore, the ACT command (see Figure 2.8)
has three input arrows. Moreover, a collision may occur on the command bus. To resolve
the collision, only one command is scheduled while others have to be postponed and
re-arbitrated in the next cycle. Figure 2.8 uses the solid circles to represent the collisions.
As an example, the collisions delay ACT commands by one cycle. The scheduling of the
�rst RD or WR command for a bank access has to satisfy the timing constraints tRCD
and tSwitch. The following RD or WR commands to the same bank only need to satisfy
the tCCD timing constraint. Note that tSwitch represents the timing constraints from
RD to WR and vice versa, and it will be later de�ned by Eq. (3.2) based on the JEDEC-
speci�ed timing constraints [53]. Finally, an (auto-)precharge has to satisfy the timing
constraints tRAS and tRWTP, where tRAS is given in Table 2.1 while tRWTP is later de-
�ned by Eq. (3.1). Note that refresh commands are not depicted because their impact on
WCET can be easily analyzed, as presented in Section 4.5. Moreover, the e�ect of REF
is small (approximately 3%) in terms of bandwidth or the WCET of an application, and
it is not a main concern in this thesis.

Due to the dependencies between commands and hence the bank accesses, there exist
dependencies between transactions that the bank accesses belong to. As illustrated in
Figure 2.9, the execution of the current transaction Ti relies on the previous transaction
Ti-1. Intuitively, to evaluate the maximum time to execute Ti by scheduling commands,
all the previous transactions have to be taken into account. Therefore, it is di�cult to
analyze the worst-case bounds of serving transactions, especially with the arbitrary
read or write transactions with variable sizes and requiring di�erent sets of SDRAM
banks.

2.3.3 Performance Metrics & De�nitions

To evaluate the performance of a memory controller, two metrics are used in this thesis:
the response time (RT) of an individual transaction and the bandwidth. The response
time measures the total time experienced by a transaction, while the bandwidth is the
long-term rate of transferring data. Figure 2.10(a) provides the architecture view of the
RT, where the front-end of a memory controller is split into transactions arriving in the
request (i.e., req) bu�er and the responses returning to the response (i.e., resp) bu�er.
The RT covers all the processes experienced by a transaction in the memory controller,
including transaction arrival and scheduling in the front-end, commands scheduling
in the back-end, executing commands in the SDRAM, and �nally returning response
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Figure 2.10: Terminology of performance metrics

to the front-end. A transaction experiences the execution time (ET) in the back-end.
Figure 2.10(b) gives a temporal view on RT and ET of a transaction Ti, which is pipelined
with other transactions. The unusual de�nition of ET is explained next.

The ET is the time spent by the memory controller back-end exclusively on behalf of
the current transaction, though the commands (i.e., ACT or PRE) of other transaction(s)
are pipelined. The purpose of de�ning ET in this way is that when adding the execution
times of a sequence of pipelined transactions, we never count any cycle twice. This is
helpful when computing the response time and bandwidth. The ET includes waiting
for timing constraints to be satis�ed (e.g. an ACT of transaction Ti may have to wait
after commands of Ti−1), and executing ACT and RW commands. PRE commands are
ignored because auto-precharge is used. AnyACT commands that can be pipelined with
the previous transaction do not count towards the ET. Note that RD and WR commands
of di�erent transactions can never be pipelined, because they trigger data transmission
on the shared data bus. Moreover, if the memory controller is idle when transaction
Ti arrives, then all of its ACT commands do count toward its ET, because there is no
previous transaction to overlap with, and to hide the time spent on executing them. As
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illustrated in Figure 2.10(b), the execution of ACT commands of a transaction in the
back-end may start before the previous transaction �nishes.

With this de�nition of ET, the bandwidth is the transaction size divided by the ET,
since a �xed amount of data is transferred. The RT of a transaction is the time from
its arrival in the front-end until the response is returned, as shown in Figure 2.10(b). It
covers the interference delay of executing other transactions and its own ET. In addition,
the response of a read transaction to the front-end is �nished when the last data word
is returned through the data bus. This is later than the �nishing of the execution in
the back-end, i.e., scheduling the last RD or WR command. The worst-case response time

(WCRT) is the maximum RT of a transaction, while the worst-case bandwidth (WCBW) is
the minimum long-term data transmission rate guaranteed by the memory controller.
To de�ne these two metrics, we begin with the following de�nitions.

An arbitrary transaction Ti from a requestor arrives at the interface of a memory
controller front-end and its arrival time is given by De�nition 2. Then, it experiences
interferences from other requestors. When the transaction is selected by the arbiter and
sent to the back-end, as shown in Figure 2.4, its arrival time in the back-end is de�ned
by De�nition 3. In the back-end, Ti is executed by scheduling its commands to the BIi

consecutive banks, where each of them receives BCi number of RD or WR commands.

De�nition 2 (Arrival time of transaction Ti in the front-end). t
fe

a
(T

i
) is de�ned as the

time at which Ti has arrived at the request queue of the front-end. In case of a write trans-

action, all data must have arrived.

De�nition 3 (Arrival time of transaction Ti in the back-end). t
a
(T

i
) is de�ned as the

time at which Ti has arrived at the interface of the back-end. In case Ti is write, ta
(T

i
) does

not relate to the data, which is stored in the front-end.

The execution of Ti �nishes when its last RW command is scheduled, which is de-
noted by RW

BCi−1
j+BIi−1. It represents the (BCi − 1)th RW command scheduled for the (j +

BIi − 1)th bank access. The scheduling time of a command is de�ned by De�nition 4.
For the last RW command, its scheduling time is denoted by t (RWBCi -1

j+BIi -1
). The �nishing

time of Ti in the back-end is de�ned as the scheduling time of its last command, as given
by De�nition 5. The back-end starts executing Ti either immediately when it arrives or af-

ter �nishing the previous transaction Ti-1. The starting time of Ti is given by De�nition 6,
where t

f
(T

-1
) = −∞ indicating the initial transaction T-1 �nished a long time ago, leav-

ing all banks closed and imposing no timing constraints on T0. Finally, the execution
time of Ti in the back-end is de�ned as the time between its starting time and its �nish-
ing time, as given by De�nition 7. The worst-case execution time (WCET) is de�ned as the
maximum execution time, as denoted by t̂ET (Ti). It is worth noting that this ET does not
cover the time of the data transmission for the purpose of giving a convenient analysis.
RT does need to cover the data transmission, since it accounts for the total delay from
arrival to �nish of a transaction in the memory controller.
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De�nition 4 (Scheduling time of a command). t(CMD) is de�ned as the time, at which

the command CMD is put on the command bus of the SDRAM.

De�nition 5 (Finishing time of transaction Ti in the back-end).

∀i ≥ 0, t
f
(T

i
) = t (RWBCi -1

j+BIi -1
)

De�nition 6 (Starting time of transaction Ti in the back-end).

∀i ≥ 0, t
s
(T

i
) = max{t

a
(T

i
), t

f
(T

i-1
) + 1}, where t

f
(T

-1
) = −∞

De�nition 7 (Execution time of transaction Ti in the back-end).

∀i ≥ 0, t
ET
(T

i
) = t

f
(T

i
) − t

s
(T

i
) + 1

Figure 2.11 shows an example of the command scheduling for three successive trans-
actions Ti-1, Ti, and Ti+1, where BIi-1 = BIi = BIi+1 = 2 and BCi-1 = BCi = BCi+1 = 1. We
also assume the starting bank of Ti-1 and Ti+1 is Bank 0, while Ti starts with Bank 2, i.e.,
BSi-1 = BSi+1 = 0 and BSi = 2. The arrival time of Ti in the front-end is tfe

a
(T

i
). In this

example, Ti arrives at the back-end at t
a
(T

i
), which is after the scheduling of the last

(i.e., second) ACT command of Ti-1. This allows pipelining between Ti and Ti-1, as shown
in Figure 2.11. As a result, the back-end starts executing Ti after Ti-1 �nishes when the
last RD or WR command is scheduled to Bank 1, i.e., t

s
(T

i
) = t

f
(T

i-1
) + 1 (see Case 1 in

Figure 2.11). In this case, Ti starts just after t
f
(T

i-1
) and not with t

a
(T

i
). Ti �nishes in the

back-end when its last RD orWR command is scheduled to Bank 3. Finally, the execution
time of Ti is computed, which is from t

s
(T

i
) to t

f
(T

i
). Ti+1 arrives when Ti has already

�nished, and there is no pipelining between them. In this case, t
s
(T

i+1
) = t

a
(T

i+1
), as

shown in Figure 2.11.
Transaction Ti is �nished in the front-end when all data is returned from the SDRAM

if Ti is a read or the last WR command is scheduled in case Ti is a write. The time
between a RD command and the �rst corresponding data word is constant (i.e., the
JEDEC-speci�ed read latency tRL). Each data burst consumes BL/2 cycles on the data
bus, because of the double data rate. We can de�ne the �nishing time of Ti in the front-
end by De�nition 8 on the basis of its �nishing time in the back-end. Note that each RD

or WR command triggers the transfer of a data burst. The response time of Ti is hence
de�ned as the time between its arrival time and the �nishing time in the front-end, as
given by De�nition 9. Figure 2.11 shows the response time t

RT
(T

i
) for a read and a write,

respectively. The longest response time represents the worst-case response time of a
transaction, as denoted by t̂RT (Ti).

De�nition 8 (Finishing time of transaction Ti in the front-end).

t
fe

f
(T

i
) =




t
f
(T

i
) + tRL + BL/2 Read transaction

t
f
(T

i
) Write transaction
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De�nition 9 (Response time of transaction Ti). t
RT
(T

i
) = t

fe

f
(T

i
) − t

fe

a
(T

i
) + 1

The memory bandwidth is the long-term rate of data transmission from/into the
SDRAM. It is mainly determined by the execution of transactions, i.e., the scheduling
of their memory commands. In addition, the refresh of SDRAM can interrupt the com-
mand scheduling of transactions. A refresh is regularly needed every tREFI cycles, i.e.,
a relatively long time period of 7.8µs for DDR3 SDRAMs [53]. When a refresh is needed,
it has to wait for the end of the current transaction. The refresh time tref consists of
the time to precharge all the currently open banks and the time to complete the refresh
itself [72]. Speci�cally, tref is given by Eq. (2.2), consisting of the time tRWTP between
the last RD or WR command of the current transaction and the associated PRE and the
precharge period tRP, as well as the refresh period tRFC.

tref = tRWTP + tRP + tRFC (2.2)

The bandwidth can be evaluated based on executing a transaction trace T that con-
sists of a sequence of transactions. De�nition 10 de�nes the bandwidth of a transaction
trace based on the total transferred data and the total execution time of the trace. For an
arbitrary transaction Ti ∈ T (∀i ≥ 0), its size is S(Ti) that denotes the amount of trans-
ferred data, while t

ET
(T

i
) is the execution time of Ti. Since the total execution times are

measured in cycles, the SDRAM clock frequency denoted by f
mem

is applied to compute
the bandwidth in bytes per second (i.e., B/s). Moreover, the refresh e�ciency e

ref given
by Eq. (2.3) causes a reduction of the bandwidth. As a result, it is included to capture the
impact of refresh on the bandwidth. Finally, the bandwidth representing the long-term
data rate is achieved when the transaction trace is in�nitely long, i.e., |T | = ∞.

De�nition 10 (Bandwidth of a transaction trace T ).

bw(T ) =

∑
∀Ti∈T S (Ti)∑
∀Ti∈T tET (Ti)

× f
mem
× eref

e
ref = 1 −

tref

tREFI
(2.3)

The worst-case bandwidth (WCBW) denoted by ˆ
bw is the minimum bandwidth of all

in�nite transaction traces. It is de�ned by De�nition 11.

De�nition 11 (Worst-Case Bandwidth).

ˆ
bw = Min

∀T , |T |=∞
bw(T )





3
R U N - D M C : A R E A L -T I M E M E M O R Y C O N T R O L L E R W I T H
D Y N A M I C C O M M A N D S C H E D U L I N G

The previous chapter introduced the background and design space of real-time memory
controllers in general, which are required as the basis for understanding the memory
controller presented in this chapter. Our memory controller is designed to deal with
the diverse memory tra�c generated in heterogeneous multi-core systems, which fea-
tures transactions with variable sizes. On the other hand, the memory controller must
be analyzable, such that the worst-case response time (WCRT) of transactions and/or
the worst-case bandwidth (WCBW) are provided to meet the requirements of real-time
applications. Meanwhile, the lowest average response time and maximum average band-
width should be given to non-real-time applications. This chapter focuses on designing
a real-time memory controller to achieve these goals, while its worst-case analysis will
be achieved by three means, i.e., a formal analysis approach in Chapter 4 and two mod-
eling methods in terms of mode-controlled data�ow [79] and timed automata [15] in
Chapter 5 and Chapter 6, respectively.

This chapter summarizes the existing real-time memory controllers in Section 3.1,
followed by introducing the design and evaluation of a real-time memory controller,
named Run-DMC, which executes transactions with variable sizes by dynamically sche-
duling commands at run-time. Run-DMC achieves good performance by pipelining suc-
cessive transactions and exploiting di�erent bank parallelisms for variable transaction
sizes, while being analyzable. Following the general memory controller architecture,
Run-DMC is composed of a front-end and a back-end. The front-end shown in Sec-
tion 3.2.1 provides arbitration between di�erent requestors with variable transaction
sizes using a novel work-conserving TDM arbiter. This TDM arbiter can reduce the
worst-case response time of transactions. In Section 3.3, the back-end generates ap-
propriate commands for transactions based on the memory mapping and dynamically
schedules them to the SDRAM according to a priority-based algorithm. This enables
pipelining between successive transactions, leading to smaller average response time
and hence higher bandwidth. Finally, a cycle-accurate SystemC model of Run-DMC is
built in Section 3.4, leading to a simulator to evaluate its performance in terms of aver-
age and measured worst-case response time and bandwidth. In addition, these results
are compared to a state-of-the-art semi-static real-time memory controller [4] in Sec-
tion 3.5. The results demonstrate that Run-DMC has much better average performance,
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where non-real-time applications can bene�t, while the measured maximum execu-
tion/response times are comparable between these approaches for systems with �xed
transaction sizes. However, for variable transaction sizes, Run-DMC provides smaller
measured maximum execution/response times.

3.1 related work

Several types of real-time memory controller designs have been proposed in the past
decade. Static [12] or semi-static [3, 25, 88] controller designs are used to achieve a
bounded execution time of memory transactions. In [12], an application-speci�c static
command schedule is constructed using a local search method. However, it requires a
known static sequence of transactions, which is not available in a system with multi-
ple applications. A semi-static method is proposed in [3] that generates static memory
patterns, which are shorter sub-schedules of SDRAM commands computed at design
time, and schedules them dynamically based on incoming transactions at run time. The
drawback of this solution is that it cannot e�ciently handle variable transaction sizes
as the patterns are statically computed for a particular size. When it is employed by
transactions with variable sizes in a system, larger transactions use the pattern mul-
tiple times, but smaller transactions use the pattern and discard unneeded data. This
problem also applies to the semi-static controller in [37, 39], which uses a conservative
open-page policy to improve the average performance of [3]. [88] presents a semi-static
predictable DRAM controller that partitions sets of banks into virtual private resources
with independent repeatable actual timing behavior. However, it requires constant du-
ration for accessing the virtual resources. Thus, the actual or average case execution
time is equal to the worst-case execution time.

Dynamic command scheduling is used because it more �exibly copes with variable
transaction sizes and it does not require schedules or patterns to be stored in hardware.
Several dynamically scheduled memory controllers have been proposed in the context
of high-performance computing, e.g., [48, 50, 58]. These controllers aim at maximizing
average performance and do not provide any bounds on execution times, making them
unsuitable for real-time systems. Paolieri et al. [85] propose an analyzable memory con-
troller, which uses dynamic command scheduling based on a modi�ed version of the
DRAMSim memory controller simulator [105], although the modi�cations to the origi-
nal scheduling algorithm are not speci�ed. However, it is limited to a �xed transaction
size and a single memory map con�guration. This also applies to [92], where trans-
actions with �xed size are executed on an FPGA instance of a dynamically scheduled
Altera SDRAM controller and analyzed using an on-chip logic analyzer. In [63, 107], a
dynamically scheduled controller is presented that combines the notion of bank privati-
zation with an open-page policy, which results in both low worst-case and average-case
execution times. The memory controller in [26] employs several private banks to create
a virtual device, which is shared by a single client requiring guaranteed throughput (GT)
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and multiple clients with best-e�ort (BE) service. The GT client is prioritized over the BE
client. However, these controllers cannot directly support variable transaction sizes and
di�erent memory map con�gurations. In addition, privatization assumes that the num-
ber of memory requestors is not greater than the number of memory banks. The number
of banks is at most 32 supported by a DIMM with maximally 4 ranks, where each of them
is composed of a DDR3 SDRAM with typically 8 banks. However, complex heteroge-
neous systems, such as [60], have more memory requestors. This limitation also applies
to [25, 52] that employ bank privatization. The memory controller in [55] employs a
First-Ready First-come First-Serve (FR-FCFS) policy to dynamically schedule commands
for transactions with di�erent priorities. This policy is also analyzed by [110], which
considers the prioritization of read over write and multiple outstanding transactions.
However, their worst-case analysis is pessimistic because of the conservative interfer-
ence delay among di�erent memory commands. For example, the maximum switching
delay between write and read is always taken as the maximum delay for a read or write
command. The analysis is also limited to a single transaction size and memory map con-
�guration. This limitation also applies to [24], where the memory controller reorders
RD and WR commands to reduce the number of data bus turn around.

In short, current real-time memory controllers do not e�ciently address the dynamic
memory tra�c in complex heterogeneous systems because of the limitations either in
architecture or in analysis with respect to variable transaction sizes and memory map
con�gurations, or both. To �ll this gap, this chapter presents a dynamically scheduled
memory controller architecture supporting di�erent transaction sizes and memory map
con�gurations and the corresponding analyses will later be given in the following three
chapters.

3.2 memory controller front-end

This section introduces the hardware architecture of the Run-DMC front-end, which re-
ceives transactions with variable sizes from memory requestors and schedules them to
the back-end according to a novel work-conserving TDM arbiter, o�ering lower inter-
ference delay. The back-end that executes each transaction by dynamically scheduling
commands to the SDRAM is later introduced in Section 3.3.

3.2.1 Front-End Architecture

The front-end receives memory transactions on its ports from di�erent requestors ei-
ther directly or via a bus or a network-on-chip. Transactions are queued in the "trans"
bu�ers per requestor, as illustrated in Figure 3.1, while the data read from or written
into the SDRAM is stored in separate queues (i.e., read/write data queues). Typically,
requestors generate memory transactions with �xed size, e.g., CPU cache misses [97].
Therefore, each requestor is assumed to have a �xed transaction size, while it varies
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Figure 3.1: The architecture of the front-end and back-end of Run-DMC.

between di�erent requestors. Note that this assumption is relaxed later in Section 4.4.5,
where a safe WCRT is guaranteed by using the largest transaction size of a requestor
when it actually generates variable transaction sizes. The size of a trans bu�er is de-
termined by the maximum number of outstanding transactions from the requestor. To
avoid arbitrarily high self-interference when computing the WCRT, we assume each
requestor has at most one outstanding transaction. This is common in a fully timing-
compositional architecture [11]. The delay caused by the shared SDRAM is additive to
the application execution time. After sending a read transaction, a requestor cannot
schedule the next transaction before receiving the response, i.e., the data is returned.
For a write transaction, an acknowledgment is sent back to the requestor after the data
is written into the SDRAM memory, and then the requestor sends the next transaction.
The read data bu�er per requestor receives the data from the memory for a read trans-
action. Note that the read data bu�er must have enough space when a read transaction
is executed.

The front-end in Figure 3.1 supports any predictable arbiter chosen at design time.
We have implemented CCSP [5], TDM [37, 72], and Round Robin [1], which can be
chosen at design time and be con�gured via the con�guration bus. The arbiter selects
one transaction queue and sends the �rst transaction to the back-end. A novel TDM
arbiter introduced in the next section is designed to e�ciently deal with diverse memory
tra�c with variable transaction sizes. It exploits static information of the TDM schedule
of requestors with di�erent transactions sizes, resulting in lower worst-case response
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time. The arbiter makes a scheduling decision when triggered by the back-end via the
arbitration signal act_cmds_done in Figure 3.1.

3.2.2 Work-Conserving TDM Arbitration for Variable-Sized Transactions

We proceed by introducing a new work-conserving TDM arbiter for transactions with
variable sizes. By exploiting the order of requestors based on their (largest) transaction
size, the work-conserving TDM has a lower WCRT than traditional work-conserving
TDM. We �rst discuss the issues of supporting variable transaction sizes and then spec-
ify the algorithm, before illustrating its operation with an example.

3.2.2.1 TDM Arbitration Issues for Variable-Sized Transactions

TDM arbiters employ time slots to serve requestors, each of which only receives the ser-
vice within its allocated slots durations (i.e., the time period of the slots). All the slots
constitute a TDM frame, which is periodically used by the TDM arbiter. Requestors
are allocated either continuous or distributed slots in the frame. To simplify the WCRT
analysis latter in Section 4.5, our TDM arbiter allocates continuous slots to each re-
questor. The non-preemptive TDM arbiter, shown in the front-end in Figure 3.1, serves
requestors with di�erent transaction sizes, which results in variable execution time for
transactions and hence di�erent time slot durations. The execution time is de�ned by
De�nition 7 as the scheduling time of the last command of the transaction minus the
starting time of the transaction, and it depends on both the size of the transaction and
the initial bank states when it arrives at the back-end. In particular, the size of the pre-
vious transaction a�ects the bank states, and a smaller previous transaction results in
a larger WCET of the current transaction. The reason is that larger successive transac-
tions pipeline more e�ciently, as discussed later in Section 4.4. It hence follows that the
order of serving requestors with di�erent transaction sizes, i.e., their order in the TDM
table in�uences the WCET of their transactions. From this discussion, we conclude that
the duration of TDM slots varies and depends on several di�erent factors. This is an
issue that should be considered when using TDM arbiter for variable transaction sizes.

For a non-work-conserving non-preemptive TDM arbiter, each slot is statically allo-
cated to a requestor. The slot therefore has the maximum duration equal to the WCET
of transactions of that �xed size. Traditional work-conserving non-preemptive TDM
dynamically reallocates unused slots to a requestor with pending transactions, accord-
ing to some slack management policy. Unfortunately, this may increase the worst-case
slot duration from the WCET of the (smallest) transactions of the idle slot owner, to
the WCET of the transactions of any requestor receiving the slot (which may be the
requestor with the largest transactions). Traditional work-conservation therefore has a
negative e�ect on the WCRT in presence of variable-sized transactions by increasing
the worst-case slot duration, which is another issue that needs to be addressed.
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To solve these two issues, we �rstly propose a new work-conserving policy for non-
preemptive TDM arbiters used by requestors with variable transaction sizes. This policy
has two innovations, which will be latter experimentally validated in Section 4.8.

1. When a requestor r that is allocated the current TDM slot has no pending transac-
tions, the current slot becomes idle and we specify that this idle slot and the following
continuous slots belonging to r in the frame are skipped by the arbiter. Instead, the next
requestor with pending transaction(s) is served. As a result, idle slots are skipped,
instead of being reallocated to another requestor (with larger transactions perhaps).
Therefore, the maximum interference experienced by a requestor is always smaller
than when its slots would have been reused by another requestor. Moreover, skipped
slots reduce the waiting time for all other requestors.

2. We con�gure the TDM arbiter to serve requestors in descending order of their trans-

action sizes, such that their WCET and hence slot durations are smaller. This takes
advantage of the fact that a transaction has a smaller WCET when preceded by a
larger transaction. Note that the largest transaction is preceded by the smallest one
because the TDM schedule repeats periodically. However, the approach still results
in the minimum total length of all slots.

3.2.2.2 Transaction Scheduling Algorithm

Algorithm 1 presents the proposed work-conserving TDM arbitration. The inputs of Al-
gorithm 1 include the arbitration signal act_cmds_done in Figure 3.1, which triggers the
front-end to arbitrate as the back-end is ready to accept a new transaction. Another in-
put is the information whether or not a transaction queue corresponding to a requestor
has a pending transaction, and it is denoted by RQueues[ ], e.g., RQueues[r] == true
implies that requestor r has a pending transaction. The third input is the TDM slot allo-
cation, which is con�gured in a table TDM_Table[ ]. It speci�es the order of serving re-
questors and the number of continuous slots per requestor. For example, TDM_Table[r]
represents the number of slots allocated to requestor r. The TDM arbiter is con�gured
to serve requestors in descending order of their transaction sizes, which is the second in-
novation presented previously. The transaction sizes of requestors hence decrease from
requestor 0 to requestors N -1, and the requestors are served in this order. In a word,
requestor 0 has the largest transaction size while requestor N -1 has the smallest size.
Finally, the output of Algorithm 1 is the number of the transaction queue, denoted by
Q_ID, whose head transaction is scheduled to the back-end.

To obtain Q_ID, Algorithm 1 uses two internal variables r_index and s_index that are
the index of a requestor (associated with a transaction queue) and the index of its allo-
cated slots, respectively. Algorithm 1 begins with initializing Q_ID to be invalid (line 5),
and it ends when Q_ID becomes valid (line 16). However, the exploration of a valid Q_ID

(between line 7 and 17) starts only if act_cmds_done is true and there exists at least one
transaction queue with a pending transaction, as shown on line 6. If there are no queues
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Algorithm 1 Transaction scheduling with work-conserving TDM
1: Inputs: act_cmds_done, RQueues[ ], TDM_Table[ ]
2: Internal state: r_index, Q_ID, s_index
3: Initialization: act_cmds_done← true; r_index ← 0; s_index ← 0;
4: Begin:
5: Q_ID← invalid; /*No requestor is selected.*/
6: if act_cmds_done = true && ∃i, RQueues[i] has a transaction then

7: Repeat:
8: if RQueues[r_index] has a transaction then

9: Q_ID← r_index; /*Serve requestor r_index, and update the index of its slots.*/
10: s_index ← (s_index + 1) mod TDM_Table[r];
11: if s_index = 0 then /*The �nal slot is taken by requestor r_index.*/
12: r_index ← (r_index + 1) mod N ; /*Update the requestor index.*/
13: else /*The requestor has no transaction, skip forward to the next one. */
14: r_index ← (r_index + 1) mod N ; /*Update the index for next requestor.*/
15: s_index ← 0; /*Initialize the slot index for the next requestor r_index.*/
16: Until Q_ID is valid.
17: End
18: Output: Q_ID

with pending transactions, this algorithm restarts the following clock cycle until a new
transaction arrives at the front-end. The algorithm �rstly checks whether the request
queue indexed by r_index has a transaction (line 8). If not, then its allocated slots be-
come idle and are skipped by setting r_index to the next transaction queue, and s_index

to 0 (line 14 to 15). This is di�erent from traditional work-conserving TDM arbitration,
where the idle slots are reallocated to another arbitrary requestor with pending trans-
action(s). This is the �rst innovation as discussed previously. If the transaction queue
r_index has a pending transaction (line 8), the algorithm behaves the same as normal
TDM arbitration.

Note that round robin is a special case of TDM when each requestor is only allocated a
single slot in the table. In TDM, requestors can have more than one slot and the allocated
slots can be placed in any order in the TDM table [8]. In our case, we allocate continuous
slots to a requestor, and the slots of di�erent requestors are placed in descending order
of their transaction sizes.

3.2.2.3 Example

Take four requestors r0, r1, r2, and r3 with di�erent transaction sizes as an example to
illustrate the bene�ts of the proposed work-conserving TDM arbitration. As previously
stated, we assume the transaction sizes decrease from r0 to r3. Each of them is allocated
one slot in the TDM table, as shown in Figure 3.2 (a). The slot duration of each requestor
is the WCET of its transactions experienced in the back-end. The larger transactions
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Figure 3.2: The worst-case interference delay for requestor r1: (a) TDM slot allocation; (b) the
proposed work-conserving TDM arbiter; (c) traditional work-conserving TDM arbiter.

have larger WCET, as later shown in Section 4.4.5. As a result, the slot duration of r0 is
the largest while it is the smallest for r3 (see Figure 3.2 (a)). Moreover, the TDM arbiter
is con�gured to serve requestors in descending order of their transaction sizes. As a
result, the requestors are served in the order from r0 to r3.

Take requestor r1 as an example. In the worst case, a transaction from r1 arrives just
as it misses its slot. This idle slot is hence skipped according to the proposed work-
conserving TDM arbitration, and the following requestors r2, r3 and r0 use their al-
located slots. This leads to the maximum interference delay tinterf for r1, as shown in
Figure 3.2 (b). A traditional work-conserving TDM arbiter could reallocate this idle slot
to another requestor, e.g., r0 as a bonus, according to some slack-management policies.
Then, the following requestors r2, r3, and r0 consume their allocated slots (Figure 3.2(c)),
leading to interference delay t

′
interf
> tinterf. The di�erence between them is actually the

duration of the idle slot that was given as a bonus to requestor r0. Hence, the proposed
work-conserving TDM arbiter is capable of providing smaller WCRT for transactions
with variable sizes. Moreover, this bene�t also applies to transactions with �xed size,
since it is a special case when all these four requestors in the example have the same
transaction size.

3.3 memory controller back-end

The memory controller back-end receives scheduled transactions from the front-end,
as shown in Figure 3.1. However, it is a general component that could be used without
the front-end, for example by connecting to a memory tree NoC [32] that plays the ar-
bitration role to schedule transactions from di�erent requestors to the back-end. Each
arrived transaction is translated into a number of memory commands that are sched-
uled to a number of consecutive banks subject to the timing constraints of the memory.
The basic idea underlying the back-end architecture (Section 3.3.1) and command ar-
biter (Section 3.3.2) is that each transaction (i.e., Ti, ∀i ≥ 0) generates an ACT command
followed by BCi times RD or WR commands, the last one with an auto-precharge. This
commences with the starting bank BSi and is repeated BIi times for all the required
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banks. Commands are generated one per cycle, but are usually scheduled more slowly,
due to timing constraints. Commands are therefore bu�ered per bank (see Figure 3.1,
and discussed below). To limit the size of the command queues per bank while still en-
abling pipelining between transactions, a new transaction is sent by the front-end and
hence new commands are admitted to the queues only when all the ACT commands of
the current transaction have been issued to the memory. This is enforced by the com-
mand arbiter via the act_cmds_done signal in Figure 3.1 that triggers a new scheduling
decision in the front-end. To avoid read/write hazards or read-response reorder bu�ers,
the RD/WR commands of Ti are scheduled before those of the next transaction Ti+1. This
order (as a (BIi, BCi, BSi) tuple) of each transaction is stored in the parameter queue (PQ),
and used by the command arbiter to guarantee in-order execution of transactions. This
results in an e�cient pipelined back-end.

3.3.1 Back-End Architecture

We proceed by introducing the main components in the back-end, which include the
Lookup Table, parameter queue (PQ), Command Generator and the Cmd Arbiter,
as shown in Figure 3.1. In addition, other common components used by existing mem-
ory controllers are also brie�y introduced to show how these components constitute a
dynamically scheduled back-end.

As shown in Figure 3.1, 1) the Lookup table translates the transaction size to the
bank interleaving number (BI ) and burst count (BC), which are needed by the command
generation. They are determined at design time when the memory map con�guration
is chosen and are programmed via a con�guration interface (cfg) when the system is
initialized. If there is no (BI, BC) corresponding to a transaction size in the Lookup
Table, the (BI, BC) related to the next larger size is used with the additional data being
masked out. An important (usually unstated) assumption on the translation from size
to (BI,BC) is that it must be monotone, as given by De�nition 12, where S(Tm) and
S(Tn) are the sizes of transaction Tm and Tn, respectively, where ∀m ≥ 0 and ∀n ≥ 0. A
methodology to choose the memory map con�guration based on the requirements of
bandwidth, execution time and power consumption has been presented in [36]. 2) With
the BI and BC, the widely used MemoryMap module in Figure 3.1 translates the logical
address of the transaction into the starting physical address that consists of the starting
bank BS, row, and column. 3) Then (BI, BC, BS) of the transaction is inserted at the back
of the parameter queue (PQ). This queue keeps track of the order of transactions in the
back-end and is used by the command scheduling algorithm in Section 3.3.2.

De�nition 12 (Monotone memory mapping). For ∀m ≥ 0 and ∀n ≥ 0, S(Tm) ≤
S(Tn) =⇒ BIm ≤ BIn ∧ BCm ≤ BCn.

Based on (BI, BC) and the physical address, 4) the Command Generator generates
memory commands for each bank according to the rules introduced at the beginning
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of this section. It generates an ACT command followed by BC RD or WR commands,
which are sequentially inserted into the command queue (i.e., FIFO) per bank. The last
command attaches an auto-precharge �ag. This is repeated for each of the BI banks.
Note that a new transaction can be sent by the front-end when the arbitration signal
act_cmds_done is true, which happens only if all the ACT commands of the currently
executed transaction are no longer in the command queue, i.e., have been issued to the
memory.

To keep track of the timing constraints of the commands, 5) timing counters are
commonly used by dynamically scheduled memory controllers. Each counter tracks one
timing constraint speci�ed by the JEDEC DDR3 standard [53]. We classify the timing

constraint counters (TCC) into local TCC and global TCC, which constrain the command
scheduling for the same bank and di�erent banks, respectively. Most timing constraints
shown in Figure 3.1 are directly provided by JEDEC, while tRWTP and tSwitch are de-
rived from the JEDEC speci�cation and are given by Eq. (3.1) and (3.2), respectively.
tRWTP is the time between a RD or WR command and the precharging to the same
bank, while tSwitch limits the time between two successive RD and/or WR commands.
Due to the double data rate of DDR SDRAM, BL/2 is the time consumed transferring a
burst of data associated with a RD or WR command.

tRWTP =



tRTP PRE follows RD
tWL + BL/2 + tWR PRE follows WR

(3.1)

tSwitch =




tRL + tCCD + 2tCK − tWL WR follows RD
tWL + BL/2 + tWTR RD follows WR
tCCD otherwise

(3.2)

A command that is at the head of the command queue can be issued only if its tim-
ing constraints are satis�ed in the current cycle. It is then called a valid command. As
shown in Figure 3.1, the 6) Timing Selector of the bank shows whether the timing
constraints for the head command are satis�ed. Multiple command queues may have a
valid command simultaneously. This implies command scheduling collisions, since only
one command can be issued per cycle on the command bus. Therefore, an arbiter is
required to select a valid command, which is the 7) Cmd Arbiter shown in Figure 3.1.
It has to guarantee in-order execution of transactions to avoid the architectural and
analysis complexity of re-ordering. Moreover, it provides the valid arbitration signal
act_cmds_done to the front-end when all the ACT commands of the current transac-
tion have been scheduled, such that the front-end schedules a new transaction to enable
pipelining of transactions. To achieve these goals, it uses the command scheduling algo-
rithm presented in Section 3.3.2. Finally, the chosen command is removed from the com-
mand queue and is passed to the memory. When a RD or WR command is scheduled, the
Read response and Write transferring modules in Figure 3.1 are enabled to transfer data
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from/into the memory via the data bus. Moreover, both the local and global TCC associ-
ated with the scheduled command are reset. This is shown by the feedback wires from
the output of the arbiter to the TCC in Figure 3.1. Lastly, a refresh command needs to
be scheduled every tREFI cycles. Once triggered, it is scheduled after the data transmis-
sion of the currently executing transaction to prevent unnecessary interference, while
still ensuring that no refresh command is delayed more than 9 × tREFI clock cycles, as
speci�ed by the DDR3 standard [53]. Refresh is also implemented by timing counters,
which are not depicted in Figure 3.1 for simplicity.

3.3.2 Dynamic Command Scheduling Algorithm

After memory commands are generated and stored in the command queues by the Com-
mand Generator in Figure 3.1, the arbiter has to decide which command to schedule
every clock cycle for transactions in the back-end. It has to solve three critical issues,
namely:

1. a single command must be chosen from the set of valid commands;

2. transactions must be executed in �rst-come-�rst-serve (FCFS) order to avoid reorder
bu�ers for the responses;

3. to simplify logical-to-physical address translation [39], successive banks of a single
transaction have to be accessed in ascending order.

These issues are not independent from each other, and we proceed by explaining how
they are addressed by the arbiter. To guarantee the FCFS, the valid commands of a
transaction have higher priority than the valid commands of the following transactions.
Moreover, to transfer data as quickly as possible to/from the memory, valid RD/WR

commands have higher priority than ACT commands, resulting in lower execution time.
Within a transaction, the command queue corresponding to a bank with a lower num-
ber has higher priority, forcing banks to be served in ascending order. Though these
priorities cannot guarantee an optimal command scheduling algorithm, they solve the
three critical issues.

These priorities form the basis of Algorithm 2 that is used by the arbiter to select a
command from the multiple valid commands in every cycle. Note that a NOP is sched-
uled when there is no valid command in a cycle. As shown in Figure 3.1, the inputs of
the arbiter include the outputs of the Timing Selectors, the type (ACT, RD or WR) of
each command at the head of the command queues, and the head and tail elements of
the parameter queue. These inputs are taken by Algorithm 2 and represented by con-
straint_satis�ed, cmd_type, and PQ_head and PQ_tail, respectively. constraint_satis�ed
and cmd_type are arrays with sizes equal to the number of command queues. The out-
puts of Algorithm 2 are bank_id, all_cmds_done and act_cmds_done, where bank_id
indicates the command queue whose head command can be scheduled to bank bank_id.
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all_cmds_done is true when all commands of the current transaction have been issued to
the memory. The (BI,BC,BS) triple at the head of the parameter queue is then removed.
act_cmds_done indicates whether all ACT commands of the current transaction have
been sent to the memory. When true, this triggers the front-end to arbitrate for a new
transaction, even though RD/WR commands of current and past transactions are (likely
to be) pending.

Algorithm 2 Dynamic command scheduling
1: Inputs: PQ, constraint_satis�ed, cmd_type
2: Internal state: rw_bank, act_bank
3: Initialization: bank_id← null; act_bank← null; rw_bank← null;

act_cmds_done← true; all_cmds_done← false;
4: if act_bank = null then act_bank← PQ_tail.bs; act_cmds_done← false;
5: if rw_bank = null then rw_bank← PQ_head.bs;
6: if cmd_type[rw_bank] = RD/WR and constraint_satis�ed[rw_bank] = true then

7: bank_id← rw_bank;
8: if last RD/WR of PQ_head transaction then

9: rw_bank← null;
10: all_cmds_done← true;
11: else if last RD/WR of PQ_head transaction to bank bank_id
12: then rw_bank← rw_bank+1;
13: else if act_bank != null and then
14: if cmd_type[act_bank] = ACT and constraint_satis�ed[act_bank] = true then

15: bank_id← act_bank;
16: if last ACT of PQ_tail transaction then

17: act_bank← null; act_cmds_done← true;
18: else act_bank← act_bank+1;
19: Outputs: bank_id, act_cmds_done, all_cmds_done

In Algorithm 2, line 6 checks whether there is a valid RD/WR command for the cur-
rent bank (rw_bank) for reading/writing. Otherwise, line 14 checks whether there is a
valid ACT command. This guarantees that a valid RD or WR command has higher prior-
ity than a valid ACT command. act_bank and rw_bank indicate the number of the bank
to which an ACT or a RD/WR command can be scheduled, respectively. act_bank is
increased by one after an ACT command has been selected (line 18), while rw_bank in-
creases by one when BC number of RD/WR commands of the current transaction have
been scheduled to bank bank_id (line 12). This update scheme ensures the banks are
accessed in ascending order for each transaction. act_bank and rw_bank are initialized
with the starting bank BS of the transactions associated with the tail and head of the
parameter queue, respectively (line 4, 5). A new transaction can only be sent to the back-
end if all the ACT commands of the current transaction have been issued, as indicated
by act_cmds_done (line 17). As a result, only one transaction has ACT commands in the
command queues, namely the one at the tail of the parameter queue (PQ_tail). Hence,
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Figure 3.3: The structure of the cycle-accurate SystemC simulator of Run-DMC.

transactions are served in FCFS order, the banks of each transaction are served in as-
cending order, and command priorities ensure that only a single command is scheduled
per cycle. Algorithm 2 thus addresses all three critical issues mentioned previously. Al-
though command priorities are used, there is no livelock or starvation since transactions
are executed in FCFS order.

Regarding the hardware cost, our memory controller is comparable to existing mem-
ory controllers, such as the one based on First-Ready First-Come First-Serve (FR-FCFS)
policy [55], the ROC [63] and the cadence DDR controller [20]. Our memory controller
has common components with these existing memory controllers, such as the request/re-
sponse bu�ers in the front-end and the memory map, command queues, command gen-
erator, and the timing constraint counters in the back-end. The additional components
of our memory controller are the lookup table and the parameter queue, which have
a limited number of entries. Moreover, the arbiters in the front-end and back-end use
Algorithms 1 and 2, respectively. They are similar to existing arbiters, such as the work-
conserving TDM [38] and the 3-level arbitrations of ROC [63]. We therefore expect our
memory controller to be similar in area and speed to existing designs.

3.4 cycle-accurate systemc model of run-dmc

Run-DMC is implemented as a cycle-accurate SystemC model, where the functional
components shown in Figure 3.1 are captured as SystemC blocks with ports and the
connections between di�erent components are modeled by SystemC channels. This
cycle-accurate model has been implemented as a SystemC simulator and its structure
is shown in Figure 3.3. The simulator takes the XML speci�cations of the architecture
and communication of the memory controller as its inputs. These speci�cations provide
abstract descriptions of the memory controller, such as the arbiter in the front-end and
the requestors with di�erent requirements in terms of latency and bandwidth, etc. Then,
the particular blocks, ports, and connections are instantiated (see Figure 3.3).

The SystemC simulator adds tra�c generators, which behave as the sources to pro-
vide the arrived tra�c generated by requestors. The tra�c are generated either in a
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synthetic way, e.g., the transaction arrival follows a normal distribution, or according
to the memory traces of benchmark applications. The tra�c consists of read and/or
write transactions along with the data from/into the memory. They are enqueued into
the Requestor queues, which are included in a SystemC block, as shown in Figure 3.3.
Each of these blocks has two ports for transferring transactions and data to the Resource
Bus block, respectively. Note that the data port can also receive data from the Resource
Bus for read transactions. The Resource Bus presented in Figure 3.3 implements the arbi-
tration between di�erent requestors and also forwards the transactions to the back-end
of Run-DMC or transfers data from/into the memory via the back-end. Therefore, the
Requestor queues and the Resource Bus in Figure 3.3 model the front-end of Run-DMC,
which has been illustrated in Figure 3.1.

The back-end of Run-DMC is captured by a single SystemC block, as shown in Fig-
ure 3.3. It receives transactions from the Resource Bus via one of its input ports, while
the other port is used to transfer data. Transactions are received by the TransReceiver
SystemC thread, followed by translating the logical address of a transaction to the
physical address by the MemMapping function. The CmdGeneration thread generates
commands for each transaction and enqueues them into the corresponding command
queues. Next, the CmdScheduler thread schedules each command based on Algorithm 2.
Its inputs include the pending commands of the transaction and the refresh command.
The latter is generated by the RefreshCmd function according to the RefreshTimer
thread that tracks the refresh period timing constraint tREFI (see Table 2.1). Moreover,
CmdScheduler has the input from the thread Timing Constraint Counters, which tracks
the timing constraints for scheduling commands of transactions, while feedback is given
in the other direction to reset the counters when a command is scheduled. Finally,
when a command is scheduled by the CmdScheduler, it is also validated by our open-
source tool RTMemController [70], which computes the scheduling time of each com-
mand based on the scheduling dependencies. RTMemController is later presented in
Section 4.7. In addition, the scheduling of a RD/WR command also triggers the Data
transmission thread, resulting in data transfer from/into the memory via the back-end.

The SDRAM device has been modeled by the Memory block shown in Figure 3.3.
When it receives a command from the back-end, the memory state monitor that is a
SystemC thread checks whether all timing constraints are satis�ed for the received com-
mand. It ensures that no timing constraint is violated for the SDRAM device. Note that
this should never happen and it is used to debug the memory controller. If a command is
successfully received, memory state monitor is updated to track the timing constraints
for a new command. In addition, the memory storage thread is triggered to receive or
send a burst of data for a WR or RD command, respectively. At the end, data is trans-
ferred between the Requestor queues in the front-end and the memory through the
back-end, as indicated in Figure 3.3.
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3.5 experimental results

This section experimentally evaluates our memory controller Run-DMC, which is im-
plemented as a cycle-accurate SystemC simulation model. The experimental setup is
presented and it will be used throughout this thesis to validate the bounds derived with
di�erent techniques in the following chapters. In addition, our SystemC simulator is
debugged using an open-source tool RTMemController, which formally captures the
timing behavior of Run-DMC and will be latter introduced in Chapter 4. As a result, the
SystemC is ensured to provide accurate command scheduling results, which are the pre-
requisite to derive accurate response/execution time and bandwidth. Experiments are
carried out for requestors with the same transaction sizes or variable sizes, respectively.
We collect the average and maximum measured results in terms of response/execution
time and bandwidth. Moreover, these results are compared to a state-of-the-art semi-
static approach [3], which is the only existing approach supporting di�erent memory
map con�gurations.

3.5.1 Experimental Setup

The cycle-accurate SystemC simulation model of Run-DMC runs on a 64-bit Ubuntu
12.04.5 LTS system with 8 Intel(R) Core(TM) i7 CPU running at 3.07 GHz and with
24 GB RAM. The experiments use a combination of independent real application traces
and/or synthetic tra�c. Each of them generates one transaction stream and they result
in a mixed stream in the memory controller back-end after the arbitration in the front-
end, which is assumed to have four requestors for most experiments in this thesis. Note
that the TDM arbiter in the front-end uses continuously allocated slots and most exper-
iments assume one slot per requestor for simplicity. The allocation of TDM slots per
requestor to meet the latency and/or bandwidth requirements is out of the scope of this
thesis. Please refer to [8, 77] for this issue. We use application traces generated by run-
ning applications from the MediaBench benchmark suite [65] on the SimpleScalar 3.0
processor simulator [10], which uses separate L1 data and instruction caches, each with
a size of 16 KB. The L2 caches are private uni�ed 128 KB caches where the cache-line
size varies depending on the experiments. Synthetic tra�c is generated using a nor-
mal distribution with very low variance, resulting in near-periodic tra�c inspired by
e.g., some hardware accelerators and display controllers in the multimedia domain. For
each transaction size in the experiments, we have chosen the memory map con�gura-
tion that provides the lowest execution time for transactions by interleaving more banks
to exploit bank parallelism. The con�gured (BI, BC) for transaction sizes of 16 bytes,
32 bytes, 64 bytes 128 bytes, and 256 bytes are hence (1, 1), (2, 1), (4, 1), (4, 2), and (4,
4) respectively [36]. (4, 2) and (4, 4) are used by 128 byte and 256 bytes transactions
instead of (8, 1) and (8, 2) because of tFAW that causes a longer execution time with (8,
1) and (8, 2). Experiments have been done with three JEDEC-compliant DDR3 SDRAMs,
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DDR3-800D, DDR3-1600G, DDR3-2133K, all with interface widths of 16 bits and a ca-
pacity of 2 Gb [53]. Refresh is manually scheduled according to the schema described in
Section 3.3.1, where a refresh starts to be scheduled after the �nishing of the currently
executed transaction, i.e., the last RD or WR is scheduled. Since refresh is periodically
needed with a relatively long time period tREFI, its e�ect on the application results in
a slight increase in the overall execution time. Therefore, we collect the measured max-
imum execution/response times of a transaction without taking refresh into account.
However, when collecting average execution/response times, the e�ect of refresh is in-
cluded.

3.5.2 Fixed Transaction Size

This experiment evaluates our approach for systems with �xed transaction size, and
compares the results to a semi-static approach [3]. Moreover, this experiment also col-
lects the measured worst-case results, which are the maximum results obtained from the
simulation. Note that the analytical worst-case bounds will be derived in latter chap-
ters using di�erent approaches. Four memory requestors are used, corresponding to
four processors executing di�erent MediaBench applications (gsmdecode, epic, unepic
and jpegencode), which generate a large number of transactions. The TDM arbiter in
the front-end allocates one slot per requestor. For each application, the total number
of transactions (TransN ) and the ratio (or percentage) of read transactions (RRatio) are
shown in Table 3.1. The processors access the memory through their L2 caches and have
the same cache-line size. The experiment is executed for four di�erent cache-line sizes
of 32 bytes, 64 bytes, 128 bytes, and 256 bytes with di�erent memory map con�gurations,
respectively.

Table 3.1: Characterization of memory tra�c with �xed transaction size.

Size

gsmdecode epic unepic jpegencode

(bytes) TransN RRatio TransN RRatio TransN RRatio TransN RRatio

32 19734 64.4% 182957 69.7% 129145 61.0% 173995 87.4%
64 10104 64.3% 96984 69.3% 67664 61.0% 92905 87.8%
128 5216 64.1% 55644 69.8% 36540 60.9% 55192 89.1%
256 2626 64.5% 24577 70.5% 12675 61.2% 25159 88.9%

3.5.2.1 Execution Time

The execution time of a transaction is the time required by the back-end to schedule com-
mands to the memory. This experiment hence only evaluates the dynamically scheduled
back-end of Run-DMC. The front-end will be included later when evaluating response
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Figure 3.4: The maximum measured WCET and average execution time (ET) for DDR3-1600G
SDRAM with �xed transaction sizes.

times. Note that the back-end can be independently used in a system or can be used with
di�erent front-ends. In addition, the back-end is a key component when determining
response times. As a result, it is necessary to provide the execution time in the back-end.
The maximum measured WCET and the average execution times of transactions with
�xed size accessing a DDR3-1600G memory are presented in Figure 3.4. The results for
other memories are similar and not shown. We can observe that:

1. The maximum measured WCET of our Run-DMC is the same as the semi-static
approach [3] with only a few exceptions, where the WCET of 32 bytes and 128 bytes
are 1 cycle larger, as shown in Figure 3.4. However, these exceptions rarely occur for
all the DDR3 SDRAMs, because they rely on the particular JEDEC timing constraints
and the speci�c sequence of previously executed transactions.

2. Run-DMC achieves signi�cantly better average execution time than the semi-static
approach for all these transaction sizes with di�erent DDR3 memories, as shown
in Figure 3.4, where DDR3-1600G is taken as an example. This is because dynamic
command scheduling monitors the actual state of the required banks and issues com-
mands earlier for a transaction that requires a di�erent set of banks from that of the
previous transaction. In contrast, the semi-static scheduling [3] uses pre-computed
schedules that always assume worst-case initial bank state for every transaction.
Figure 3.5 shows the improvement in average ET, which is de�ned as 100% × (1 −
t̄d
ET

/t̄ s
ET
). t̄d

ET
and t̄ s

ET
denote the average ET of our dynamic approach and the semi-

static approach, respectively.
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Figure 3.5: The improvement of the average execution time (ET) for di�erent DDR3 SDRAMs
with �xed transaction sizes. The results of Run-DMC are compared to the semi-static
approach [3]

3. Moreover, we see that smaller transactions bene�t more from dynamic command
scheduling. For example with DDR3-800D, 32 byte transactions gain 40.2% while
256 byte transactions gain 4.7%. The reason is that smaller transactions require fewer
banks, increasing the chance that the next transaction accesses di�erent banks and
thus be scheduled earlier.

3.5.2.2 Bandwidth

Bandwidth is another metric to evaluate the performance of a memory controller. It
represents the long-term rate of transferring data from/into the SDRAM. It is a main
concern for memory-intensive applications with a high throughput requirement. As de-
�ned by De�nition 10 in Chapter 2, bandwidth is computed based on the transaction size
and its execution time. As a result, we can obtain the measured minimum (i.e., worst-
case) and the average bandwidth based on the measured WCET and average ET. For
example, the bandwidth results for DDR3-1600G SDRAM with �xed transaction sizes
are illustrated in Figure 3.6. We can draw the same conclusions as for execution time,
where 1) the measured worst-case bandwidth provided by our Run-DMC is compara-
ble with the semi-static approach, while 2) signi�cantly better average bandwidth is
achieved, as shown in Figure 3.6. Moreover, 3) smaller transaction sizes bene�t more
from the dynamic command scheduling to achieve better average bandwidth. These
conclusions are expected because the bandwidth is calculated based on the execution
time according to De�nition 10. We can also observe that 4) larger bandwidth is given
using larger transaction sizes. It is for the reason that more consecutive data bursts are
transferred for each bank activation, resulting in higher e�ciency of transferring data.
These conclusions are also observed from the results of other DDR3 SDRAM memories,
although they are not shown for brevity.
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Figure 3.6: The measured minimum and average bandwidth for DDR3-1600G SDRAM with �xed
transaction sizes.

3.5.2.3 Response Time

The response time of a requestor is essentially determined by accumulating the execu-
tion time of transactions from each requestor, which are executed within their allocated
TDM slots. However, the random arrival of transactions makes the response time of a
requestor varying, which depends on the number of interfering transactions from other
requestors and the initial bank states when executing its own transaction. This experi-
ment collects the maximum measured response time (RT) of read and write transactions,
respectively. Figure 3.7 presents the measured RT obtained from both our dynamically-
scheduled memory controller and its semi-static counterpart for �xed transaction sizes,
where DDR3-1600G SDRAM is taken as an example. We can see that 1) the response
time of read transactions is larger than that of write transactions. The reason is that a
read �nishes when its last data word is returned, while a write transaction is done when
its last WR command is scheduled, as given by De�nition 9 determining the response
time of the memory controller. 2) Comparing to the semi-static approach, Run-DMC
achieves smaller RT for all �xed transaction sizes except 256 bytes, as shown in Fig-
ure 3.7.

For small transaction sizes (i.e., 32 bytes, 64 bytes, and 128 bytes), Run-DMC provides
smaller measured RT because it dynamically exploits bank parallelism, since small trans-
actions typically access di�erent sets of banks. However, the semi-static approach can-
not exploit this bank parallelism across transactions requiring di�erent banks. For large
transaction size of 256 byte, the measured RT of semi-static approach is smaller than
that given by Run-DMC, as shown in Figure 3.7. On one hand, 256-byte transactions
have a fewer sets of banks to use. As a result, these two approaches perform closely. On
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Figure 3.7: The maximum measured response time (RT) for DDR3-1600G SDRAM with �xed trans-
action sizes.

the other hand, to support the pipelining between successive transactions, Run-DMC
speci�es that a new transaction can be sent to the back-end when all theACT commands
of the current transaction are scheduled. This further enables the front-end to receive
the next transaction. In contrast, the semi-static approach does not support pipelining
between successive transactions. As a result, a transaction is sent to the back-end when
the current transaction is �nished, i.e., the last RD or WR command is scheduled. As a
result, the front-end becomes available to receive the next transaction latter than that of
Run-DMC, since ACT commands of the current transaction are scheduled earlier than
the RD or WR commands. Therefore, the next transaction received by the front-end of
Run-DMC may experience longer response time than that of the semi-static approach.
To conclude, it is hard to say whether our Run-DMC always outperforms the semi-
static approach in the worst-case according to these experimental results (e.g., measured
ET/RT). The reason is that the worst-case scenario may not be covered by running these
MediaBench application traces. We will later formally compare these two approaches
in Chapter 4, 5, 6.

Our dynamically-scheduled memory controller achieves better average performance,
as demonstrated by the execution time in Figure 3.4. We further explore this bene�t by
deriving the improvement in average RT for each MediaBench application trace when
comparing Run-DMC to the semi-static approach. The improvement is shown in Fig-
ure 3.8, and its de�nition is similar to that of the average ET in Figure 3.5. Figure 3.8
demonstrates that the average RT of each MediaBench application trace is greatly im-
proved, e.g., 43.7% improvement is achieved to access a DDR3-1600G SDRAM for jpe-
gencode with 32-byte transactions. Moreover, smaller transaction sizes can bene�t more
from our dynamically-scheduled memory controller.
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Figure 3.8: Comparison to a semi-static approach [3] in average response time of Mediabench
application traces for di�erent DDR3 SDRAMs with �xed transaction size.

3.5.3 Variable Transaction Sizes

The last experiment evaluates Run-DMC with variable transaction sizes. The setup is
loosely inspired by a High-De�nition video and graphics processing system [31] featur-
ing a number of CPU, GPU, hardware accelerators and peripherals with variable trans-
action sizes. This system has 4 requestors with the transaction sizes of 16 bytes, 32 bytes,
64 bytes and 128 bytes, respectively. The �rst requestor Req_1 represents a GPU with
128 byte cache line size, executing a Mediabench application jpegdecode. A video en-
gine corresponding to the second requestor, Req_2, runs mpeg2decode and generates
memory transactions of 64 bytes. The Mediabench application epic is executed by a pro-
cessor denoted Req_3 with a cache-line size of 32 bytes. A synthetic memory trace is
used by a CPU with a 16 byte cache-line size, resulting in read and write transactions of
16 bytes. This is requestor Req_4. The characterization of these memory traces is given
by Table 3.2. Note that a requestor stops when the whole trace is executed. The TDM
arbiter in the front-end of our Run-DMC allocates one slot per requestor and serves
these requestors from Req_1 to Req_4 in descending order of their transaction sizes. In
contrast, the semi-static approach uses memory patterns (i.e., static schedules of com-
mands) to serve transactions with a �xed size. When it is used for variable transaction
sizes, larger transactions have to be split into several pieces served by multiple patterns,
while smaller transactions are directly served by the pattern, discarding the unneeded
data. Therefore, we have to investigate the best transaction size of the patterns, i.e., pro-



52 run-dmc: a real-time memory controller with dynamic command scheduling

viding the lowest execution/response times of all requestors or the maximum overall
bandwidth. In this way, a fair comparison can be carried out between Run-DMC and
the semi-static approach.

Table 3.2: Characterization of memory tra�c with variable transaction sizes.

Tra�c jpegdecode mpeg2decode epic synthetic

Size (bytes) 128 64 32 16
TransN 11385 37320 182957 990151
RRatio 63.1% 77.0% 69.7% 50.0%

3.5.3.1 Execution Time

The execution time of a transaction executed by Run-DMC starts either from the �nish-
ing time of the preceding transaction or its own arrival time, whichever is larger, accord-
ing to De�nition 7. Due to the command scheduling dependencies on the SDRAM banks,
the measured WCET must be obtained when the transaction starts immediately when
the preceding transaction �nishes. In contrast, the execution time given by the semi-
static approach [3] equals to the length of the pattern used by the transaction. Since the
semi-static approach only uses static command scheduling patterns with a particular
transaction size at run-time, we have done separate experiments by con�guring pat-
terns with four di�erent transaction sizes at design time, respectively. Note that smaller
transactions are executed using the pattern and the unneeded data is masked out, re-
sulting in low data e�ciency. While larger transactions are executed by continuously
employing multiple patterns.

The measured maximum execution times of the variable transaction sizes are illus-
trated in Figure 3.9 for our dynamically-scheduled and the semi-static approaches, where
DDR3-1600G SDRAM device is taken as an example. We can see that the measured ET
has great di�erences for the semi-static approach using patterns with di�erent trans-
action sizes. Since the semi-static approach only uses patterns with a particular size at
run-time, we can observe from Figure 3.9 that the best pattern size is 128 bytes, such
that the total (measured) execution time is minimized when the semi-static approach
executes transactions with 16 bytes, 32 bytes, 64 bytes, and 128 bytes for DDR3-1600G.
This best pattern size ensures that the semi-static approach achieves the smallest worst-
case response time. Therefore, we can fairly compare Run-DMC with the semi-static
approach. Experiments also show that the best pattern size for DDR3-800D and DDR3-
2133K is 64 bytes and 128 bytes, respectively.

The purpose of this experiment is to �nd the best pattern size, such that Run-DMC
can fairly compare its response time and bandwidth in the following sections rather
than compare the measured execution time. The reason is that the de�nitions of ET are
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Figure 3.9: The maximum measured WCET of both Run-DMC and the semi-static approach [4]
for DDR3-1600G SDRAM with variable transaction sizes.

di�erent for these two approaches. We �nd from the experiments that the measured ET
of Run-DMC is achieved when the preceding transaction is always the smallest 16-byte
transaction, which uses only a single bank. Therefore, the measured (maximum) ET is
caused for a transaction that has to reactivate the same bank. This reactivation takes
long time. However, the semi-static approach executes 16-byte transactions with the
pattern of 128 bytes, which interleaves over more banks. As a result, the reactivation
time taken by Run-DMC for the new transaction can be pipelined in the pattern for the
preceding 16-byte transaction with the semi-static approach, although the unneeded
112-byte data has to be discarded. In other words, Run-DMC computes the ET of a
transaction by taking the reactivation time into account, while the semi-static approach
puts this time to the preceding transaction instead of the current one.

3.5.3.2 Bandwidth

The bandwidth obtained by executing transactions with variable sizes can be computed
based on the execution time and the corresponding transaction size (see De�nition 10).
For the semi-static approach applying for variable transaction sizes, the data e�ciency
has to be considered by the bandwidth. For example, to achieve the lowest execution
time of transactions for DDR3-1600G SDRAM, the semi-static approach uses patterns
with 128 bytes for all transaction sizes. As a result, the data e�ciencies for transactions
with 16-bytes, 32 bytes and 64 bytes are 12.5%, 25% and 50%, respectively. Figure 3.10
shows the average bandwidth of Run-DMC and the semi-static approach with di�erent
patterns. These results are computed based on the average ET obtained by di�erent
approaches. We can see that Run-DMC can always provide more bandwidth than the semi-

static approach using di�erent patterns. The reasons are that 1) Run-DMC e�ciently
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Figure 3.10: The average bandwidth (BW) of both Run-DMC and the semi-static approach [4] for
DDR3-1600G SDRAM with variable transaction sizes.

deals with variable transaction sizes by dynamically exploiting the bank states, and 2)
the static patterns used by the semi-static approach result in low data e�ciency when
applying for variable transaction sizes. Note that this observation also holds for other
DDR3 SDRAMs.

3.5.3.3 Response Time

The response times of the four requestors in our experiments can be fairly compared be-
tween our dynamically-scheduled memory controller and the semi-static approach. As
shown in Figure 3.11, Run-DMC always gives lower measured maximum response times

to requestors with variable sizes compared to the semi-static approach using patterns with

di�erent transaction sizes. In particular, the latter with 16-byte patterns provides much
larger response time, e.g., 587 cycles for read transactions with 128 bytes, and the results
are too large to be included in Figure 3.11. The reasons that Run-DMC outperforms the
semi-static approach for variable transaction sizes include 1) Run-DMC exploits the dy-
namism of the memory tra�c that the semi-static approach cannot, i.e., variable-sized
transactions to di�erent banks, and 2) even using the best patterns to achieve the low-
est response time, the semi-static approach is still not e�cient for all the transaction
sizes, e.g., discarding data for smaller sizes or being used multiple times for large ones.
The former results in low data e�ciency. The latter repeats the same pattern for a large
transaction multiple times. With close-page policy, the same bank required by the large
transaction is therefore reactivated/precharged multiple times, leading to longer execu-
tion time.

Our dynamically-scheduled memory controller provides signi�cantly better average
response time for the application traces, which are used in our experiments. Figure 3.12
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Figure 3.11: The measured response time (RT) of both Run-DMC and the semi-static approach [4]
for DDR3-1600G SDRAM with variable transaction sizes.

presents the improvement of the average RT, which is gained by Run-DMC when com-
paring to the semi-static approach with the best patterns for DDR3-800D, DDR3-1600G
and DDR3-2133K SDRAM memories, respectively. We can see that the average RT is
improved from 16.2% for jpegdecode_128 with DDR-800D to 79% for synthetic_16 with
DDR3-1600G. Again, it shows that smaller transaction sizes bene�t more from our dynamically-
scheduled memory controller.

3.6 summary

Design of real-time memory controller can use various mechanisms (e.g., priority-based
arbitrations and re-ordering) to achieve di�erent functionalities and performance. More-
over, the memory controller must be analyzable, i.e., being capable of providing the
bounds on the worst-case response time and bandwidth. This chapter introduces the ar-
chitecture and algorithms of our memory controller, Run-DMC, which is capable of ef-
�ciently dealing with diverse memory tra�c with variable transaction sizes. Moreover,
Run-DMC serves requestors with a novel work-conserving TDM arbiter in the front-
end, and the back-end executes each transaction by dynamically scheduling commands
to the required SDRAM banks in a pipelined manner according to a priority-based algo-
rithm. The novel TDM arbiter is designed to achieve better/smaller worst-case response
time by skipping idle slots for reducing the interference and con�guring the service or-
der of requestors in the descending of their transaction sizes, where the latter results in
smaller execution time. Therefore, it can e�ciently deal with the variable transaction
sizes.
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Figure 3.12: The average response time (RT) improvement gained by Run-DMC versus the semi-
static approach [4] with the best patterns for DDR3 SDRAMs with variable transac-
tion sizes.

Run-DMC is implemented as a cycle-accurate SystemC model, which is used to eval-
uate its performance in terms of measured maximum and average execution/response
time as well as the bandwidth. The experimental results demonstrate that our dynamically-
scheduled memory controller signi�cantly outperforms a semi-static approach in the
average case, while they are comparable in the worst-case according to the measured
maximum/minimum response time/bandwidth for �xed transaction sizes. For variable
transaction sizes, Run-DMC provides smaller measured maximum RT and larger av-
erage bandwidth than the semi-static approach using the best command scheduling
patterns for di�erent DDR3 SDRAMs. Moreover, smaller transaction sizes bene�t more
from the dynamically-scheduled memory controller in terms of average performance,
which is bene�cial for non-real-time applications.
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F O R M A L A N A LY S I S O F R U N - D M C

The analysis of real-time (RT) memory controllers provides the worst-case execution/re-
sponse time for each memory transaction and/or derives the worst-case (i.e., guaran-
teed) bandwidth to the memory requestors. These analysis results can be further inte-
grated into a system-level analysis that ensures application requirements in terms of
latency or throughput are satis�ed [11]. However, the worst-case analysis of RT mem-
ory controllers is challenging because of 1) the interferences between di�erent memory
requestors, 2) the complex dependencies between SDRAM commands subject to the
inter- and intra-bank timing constraints, and �nally 3) the diverse memory tra�c of
arbitrarily mixed read and write transactions with variable sizes that require di�erent
SDRAM banks.

This chapter proposes a formal analysis of our dynamically-scheduled memory con-
troller, Run-DMC, which was previously introduced in Chapter 3. Run-DMC can e�-
ciently address the diverse memory tra�c with variable transaction sizes. Its front-end
uses a novel TDM arbiter to serve requestors, while the back-end executes each trans-
action via dynamically scheduling commands to the required banks according to their
run-time states. The formal analysis in this chapter follows the same way used by ex-
isting analyses, which are based on analyzing the command scheduling dependencies
and �guring out which ones dominate in the scheduling process and determine the
worst-case results. The advantage of these formal analyses is that they are easy to use
when the formal worst-case bounds are derived. However, the analysis of the complex
scheduling dependencies is di�cult. When applying for a new memory controller using
di�erent mechanisms, the analysis has to be repeated, which is time-consuming. More-
over, the analyzed worst-case results may be pessimistic, since the analysis has to use
conservative assumptions, such that the complexity is manageable.

To overcome the shortcomings of formal analysis, we switch the e�ort from analyzing
the complex command scheduling dependencies to modeling the memory controller
and obtaining the worst-case results by analyzing the models with existing techniques.
Toward this goal, Chapter 5 will later introduce a data�ow model of our Run-DMC,
where commands are represented by the nodes and dependencies are captured by the
edges between nodes in a data�ow graph. The analysis of data�ow model is easy to
derive the minimum throughput of executing the graph, which is converted into the
worst-case/minimum bandwidth (WCBW). However, obtaining the worst-case response
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time (WCRT) is di�cult due to the dynamism of executing the data�ow graph. Finally,
Chapter 6 will give a timed automata (TA) model of our dynamically-scheduled memory
controller. The behavior of the dynamic command scheduling can be precisely captured
by the states and the transitions of the TA model. With model checking of the TA model,
we derive the bounds of both WCBW and WCRT.

This chapter introduces a formal analysis of our Run-DMC, which consists of three
steps. First, the command scheduling dependencies of an arbitrary transaction are for-
malized, followed a derivation of the worst-case initial bank states for the transactions,
such that the worst-case execution time (WCET) in the back-end can be computed. The
worst-case initial bank states are derived by scheduling commands for the preceding
transactions as-late-as-possible. This results in the maximum scheduling times of com-
mands for the current transaction subject to the constant timing constraints, leading
to a bound on the WCET. Thirdly, with the bounded WCET of each transaction in the
back-end, the WCBW is obtained based on De�nition 10. Moreover, the WCRT of a trans-
action experienced in the front-end is therefore obtained by accumulating the WCET
of the interfering transactions executed within their allocated slots and the WCET of
the transaction itself. The formalization of the generic command scheduling dependen-
cies and the corresponding WCET analysis are implemented in an open-source tool,
named RTMemController [70]. Finally, the worst-case bounds given by the proposed
formal analysis are experimentally validated. We also compare the worst-case results to
those given by the semi-static approach [4], which is the only other memory controller
supporting di�erent memory con�gurations.

In the remainder of this chapter, Section 4.1 summarizes the related work of worst-
case analysis of RT memory controllers. The formalization of the generic command
scheduling dependencies is given in Section 4.2, followed by determining the worst-
case initial bank states in Section 4.3. The WCET is bounded in Section 4.4 and a bound
on the WCRT is derived in Section 4.5. The bound on the WCBW is given in Section 4.6
and it is based on the WCET. Section 4.7 introduces the open-source tool. Finally, the
results are presented in Section 4.8, before the summary of this chapter in Section 4.9.

4.1 related work

The analysis of real-time memory controllers is challenging because of the complex
scheduling dependencies between commands of memory transactions. The scheduling
dependencies are caused by the intra- and inter-bank timing constraints of SDRAM
memories. To ease the analysis, static and semi-static memory controllers are designed,
where the complex dependencies are resolved o�-line when generating static command
schedules of an application or transactions at design time. During run-time, commands
are scheduled according to these static schedules. Therefore, the worst-case execution/re-
sponse time and bandwidth can be statically calculated based on inspecting these com-
mand schedules. For example, an application-speci�c SDRAM memory controller [12]



4.1 related work 59

uses a static command schedule for a particular application, and the total WCET of all
the memory transactions is hence statically known. However, this SDRAM controller is
not scalable to support other applications running in a di�erent platform, e.g., a multi-
core system. To overcome this limitation, semi-static memory controllers [4, 25, 37, 46,
84, 85, 88] use pre-computed short command schedules corresponding to transactions
with a �xed size instead of an entire application. As a result, they can dynamically select
the static schedules for particular transactions, such that di�erent applications are sup-
ported. Since the number of these static schedules is limited, it is easy to determine the
valid combination of schedules, which leads to the worst-case results. However, these
semi-static memory controllers cannot e�ciently execute transactions with variable
sizes due to the limited number of schedules. The reason is that the variable-sized trans-
actions access di�erent sets of the SDRAM banks, which require more static schedules.
However, these schedules will consume more hardware resources of the memory con-
troller and also result in the complexity of worst-case analysis. This con�icts the whole
point of the semi-static approach.

Dynamic command scheduling is promising to e�ciently address transactions with
variable sizes, where commands are generated and scheduled to the required sets of
banks at run-time. As a result, it can dynamically exploit the SDRAM bank parallelism.
However, its worst-case analysis is much more di�cult than those of static and semi-
static memory controllers. The formal analyses of dynamic command scheduling are
based on analyzing the complex scheduling dependencies of commands. Therefore, con-
servative assumptions are employed by the state-of-the-art analyses to compute the
time interval between any two commands. The assumptions include that 1) the switch-
ing from write to read is always assumed to be the interval between two RD and/or
WR commands, and 2) the tFAW constraint dominates in the scheduling of each ACT
command. For example, these consumptions have been used by [52, 55, 63, 107] to de-
rive conservative worst-case results. Though these memory controllers schedule com-
mand dynamically, they only support a �xed transaction size, such that their analysis is
simpli�ed. Our dynamically-scheduled memory controller Run-DMC [69, 72] supports
variable sizes directly and the formal analysis presented in this chapter will provide
the worst-case results in terms of WCET, WCBW, and WCRT. The two assumptions
mentioned above also apply to our analysis technique. However, the switching timing
constraint from write to read is only used to compute the scheduling time of the �rst RD
command of a transaction and not for all the RD commands. Similarly, when the tFAW

constraint applies to an ACT command of the transaction, it cannot dominate in the
scheduling of the next consecutive ACT command. These are captured by our analysis
technique. Moreover, existing analyses of real-time memory controllers always assume
scheduling collisions on the command bus. However, our analysis shows that this is not
always true. Therefore, we can derive better worst-case results.
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4.2 formalization of dynamic command scheduling

In this section, we introduce standard notation and de�nitions to formalize the timing
behavior of the back-end architecture and the dynamic command scheduling of trans-
actions, as speci�ed by Algorithm 2 in Section 3.3.2. As introduced in Section 3.3.1, a
transaction is translated into a series of BI bank accesses. Each bank access activates a
bank, and then reads or writes BC times, the last time with auto-precharge. A command
can only be scheduled and executed at its scheduling time when the timing constraints
from previous commands are satis�ed. Timing constraints therefore result in schedu-
ling dependencies. A bank access is a natural self-contained group of commands, and
each transaction is made up of one or more bank accesses. As discussed in Section 2.3.2,
the command scheduling dependencies of two successively accessed banks bj and bj+1
are depicted by Figure 2.8. Our analysis in this section is based on the scheduling depen-
dencies of an individual transactionTi that generates BIi successive bank accesses. The
notation used in this section is summarized in Table 4.1. Note that the formalization of
dynamic command scheduling and the analysis in this chapter are the novelties and not
the mathematical analysis techniques.

4.2.1 Formalization

In dynamic command scheduling, the order of command execution is decided at run
time on the basis of the timing constraints between commands. In addition, the com-
mand scheduling in Algorithm 2 speci�es that 1) RD/WR is prioritized over ACT com-
mands of di�erent banks, resulting in that an ACT can be blocked; 2) Commands are
scheduled in ascending order of their targeted banks, and 3) the same kind of commands
(i.e., RD/WR or ACT ) of a later transaction cannot be scheduled earlier, such that trans-
actions are served in FCFS manner. Recall that the commands to the same bank are
enqueued in the FIFO queue, where the ACT command is enqueued before the RD/WR

commands for the same transaction. We therefore obtain the command scheduling de-
pendencies of a transaction by extending the dependencies between commands of suc-
cessively accessed banks, as depicted in Figure 2.8. We analyze the execution time of a
transaction by computing the actual scheduling time of commands under our dynamic
scheduling algorithm. We later compute the worst-case execution time in Section 4.4.

When an arbitrary transaction Ti (∀i ≥ 0) arrives at the back-end with the arrival time
de�ned by De�nition 3, it is executed by scheduling commands to a number of banks.
Note that T-1 is a transaction assumed to be �nished long time ago, i.e., tf (T-1) = −∞.
T-1 is only used to provide the initial bank states for analyzing the following arbitrary
transactions. We assume Ti uses BIi and BCi, and the starting bank is bj. j is the num-
ber of the �rst bank access of Ti and it is a function of i, as given by Eq. (2.1). It is
the total number of bank accesses by previous transactions. Expanding Figure 2.8 to an
entire transaction Ti, Figure 4.1 illustrates the scheduling dependencies between all its



4.2 formalization of dynamic command scheduling 61

Table 4.1: Summary of notation.

Variables Descriptions

i The number of an arbitrary transaction arrived at the back-end.
i ≥ 0.

Ti The i
th transaction received by the back-end

S(Ti) The size of transaction Ti

j(i) The �rst bank access number for the current transaction Ti. j(i ) ≥
0 is de�ned by Eq. (2.1).

j The shorthand for j(i)
BIi, BCi The bank interleaving number (BI ) and burst count (BC) of Ti
bj(i ) The bank number that is targeted by the j

th bank access, which
is also the starting bank of Ti. bj ∈ [0, 7] is one of the 8 banks in
DDR3 SDRAMs.

bj Shorthand for bj(i )
ACTj The ACT command of the j

th bank access
t(ACTj) The scheduling time of ACTj
C(j) The delay in scheduling ACTj due to a collision; and it is either 1

or 0 cycle depending on whether the collision exists or not.
RW

k

j
The k

th (∀k ∈ [0,BCi − 1]) RD or WR command of the j
th bank

access
t(RWk

j
) The scheduling time of RWk

j

PREj The PRE command for the j
th bank access

t(PREj) The scheduling time of PREj
ts(Ti) The starting time of Ti in the back-end
t̂s(Ti) The worst-case starting time of Ti in the back-end
tf(Ti) The �nishing time of Ti in the back-end
t̂f(Ti) The worst-case �nishing time of Ti in the back-end
tET(Ti) The execution time of Ti in the back-end
l Used to index the banks of a transaction Ti and ∀l ∈ [0,BIi − 1]
k Used to index the bursts of a bank for Ti, and ∀k ∈ [0,BCi − 1]
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Figure 4.1: The timing dependencies of command scheduling for transaction Ti.

commands. The command scheduling for Ti depends on zero or more previous trans-
action(s) Ti′ . For ∀l ∈ [0,BIi − 1], the (j + l)th bank access comprises ACTj+l and several
RD or WR commands to bank bj+l. The RD or WR commands are denoted by RW

k

j+l
,

where ∀k ∈ [0,BCi − 1]. Moreover, an auto-precharge PREj+l is issued after the access
of bank bj+l, and it is speci�ed by an auto-precharge �ag issued together with RW

BCi−1
j+l

.
For BIi > 4, the scheduling of some ACT commands also depends on the previous ACT
commands of the current transaction Ti because of the four-activate window (tFAW ).

For Ti, Eq. (4.1) computes the scheduling time of ACTj+l where m = maxk<j {k |bk =

bj+l } is the previous bank access to bank bj+l. The max function in Eq. (4.1) guaran-
tees that all the timing constraints for scheduling ACTj+l are satis�ed. In addition, the
scheduling time of ACTj+l is after Ti arrives. In case of a command scheduling collision
where ACTj+l is blocked by a RD or WR command, C(j+l) is equal to 1 and 0 otherwise.
Similarly, the scheduling time of RWk

j+l
is given by Eq. (4.2) and (4.3). Eq. (4.2) provides

the scheduling time of the �rst RD or WR command of Ti to bank bj+l. It depends on
t (RWBCi−1

j+l−1 ), which is the scheduling time of the last RD or WR to bj+l−1, and the schedu-
ling time of ACTj+l. Note that for l = 0, t (RWBCi−1

j−1 ) is de�ned as the �nishing time of Ti−1.
The scheduling time of the remaining RD or WR commands (k ∈ [1,BCi − 1]) to bank
bj+l only depend on the previous RD or WR command, and is given by Eq. (4.3). Finally,
the precharging time of the auto-precharge for bank bj+l is given by Eq. (4.4). This is the
time at which the precharge actually happens, although it was issued earlier as an auto-
precharge �ag appended to the last RD or WR command to the same bank. We de�ne
the �nish time of the initial transaction as tf (T−1) = −∞, such that the ACT of the �rst
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transaction T0 can be scheduled at time 0. These equations have been implemented in
our open source tool [70] to provide the scheduling time of commands.

t (ACTj+l) = max{t (ACTj+l−1) + tRRD, t (PREm) + tRP,
t (ACTj+l−4) + tFAW, ta (Ti)} + C(j+l)

(4.1)

t (RW0
j+l
) = max{t (RWBCi−1

j+l−1 ) + tSwitch, t (ACTj+l) + tRCD} (4.2)

t (RWk

j+l
) = t (RW0

j+l
) + k × tCCD (4.3)

t (PREj+l) = max{t (ACTj+l) + tRAS, t (RWBCi−1
j+l

) + tRWTP} (4.4)

Based on Eq. (4.1) to (4.4), it is possible to determine the �nishing time of Ti by only
looking at the �nishing time of Ti−1 and the scheduling time of its ACT commands. As
shown in Figure 4.1, only the �rst RD or WR commands and the ACT to each bank have
dependencies on previous transactions. The other RD or WR commands can be sched-
uled with the dependencies directly or indirectly originating from those commands.
Intuitively, the �nishing time of Ti is determined only by the scheduling time of all its

ACT commands, the �nishing time of the previous transaction and JEDEC-de�ned tim-

ing constraints. This intuition is formalized by Lemma 1 and the proof is included in
Appendix A.1.

Lemma 1. For ∀i ≥ 0 and tf (T-1) = −∞,

tf (Ti) = Max
0≤l≤BIi−1

{tf (Ti−1) + tSwitch + (BIi × BCi − 1) × tCCD,

t(ACTj+l) + tRCD + [(BIi − l) × BCi − 1] × tCCD}

4.3 worst-case initial bank states

The command scheduling for the current transaction Ti is highly dependent on the
initial bank states resulting from when the commands of the previous transactions (e.g.,
Ti−1 and Ti−2) were scheduled. Intuitively, given that the minimum starting time of Ti is
�xed by the �nishing time of Ti−1, the worst-case �nishing time of Ti occurs when all the
commands of Ti−1 were scheduled as late as possible (ALAP), because this maximizes the
timing dependencies. In this section, we formalize the ALAP scheduling of Ti−1, which
de�nes the worst-case initial bank states for Ti. Later Section 4.4.2 computes the worst-
case �nishing time of Ti based on these worst-case initial bank states. The WCET of Ti
is �nally given in Section 4.4.3.
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4.3.1 Worst-Case Starting Time

From De�nition 7, it follows that the execution time, tET (Ti), is maximized if the starting
time is minimum while the �nishing time is maximum. According to De�nition 6, the
starting time ts (Ti) is determined by its arrival time ta (Ti) and the �nishing time tf (Ti−1)
of the previous transaction Ti−1. In the worst-case situation, Ti has arrived before the
�nishing of Ti−1, such that the commands for Ti have to wait longer time for their timing
constraints to be satis�ed. Therefore, the worst-case starting time of Ti is only one cycle
after the �nishing time of Ti−1 and is given by Eq. (4.5).

t̂s (Ti) = tf (Ti−1) + 1 = t(RWBCi−1−1
j−1 ) + 1 (4.5)

To derive the maximum �nishing time of Ti, denoted by t̂f (Ti), the scheduling time of
its ACT commands should be maximized according to Lemma 1. Eq. (4.1) indicates that
the scheduling of an ACT command depends on the previous PRE to the same bank, the
previous ACT commands and the possible collision caused by a RD or WR command.
Therefore, the worst-case �nishing time of Ti is achieved by maximizing the scheduling
time of the previous PRE and ACT commands as well as assuming there is always a
command collision for every ACT command.

The preceding transaction Ti−1 has many possibilities, since it is not statically known.
For example, it may be a read or a write with variable sizes and requiring di�erent
sets of banks, and its commands were scheduled based on its initial bank states that
were determined by even earlier transactions. Therefore, it is hard to statically know
which Ti−1 provides the worst-case initial bank states for Ti. However, the worst-case
starting time given by Eq. (4.5) de�nes the �nishing time t(RWBCi−1−1

j−1 ) of Ti−1 and we can

conservatively assume all the commands of Ti−1 were scheduled as late as possible (ALAP)
with respect to the �xed �nishing time of Ti−1, subject to the timing constraints of the

memory. This ALAP scheduling ensures the latest (i.e., maximum) possible scheduling
time of the previous commands, which are the worst-case initial bank states for Ti.

4.3.2 ALAP Scheduling

This section shows how to formalize the ALAP scheduling by computing the worst-
case (latest possible) scheduling time of all the commands for the previous transaction.
According to ALAP scheduling, the scheduling time of the previous ACT, RD or WR

commands and PRE can be obtained by calculating backwards from the scheduling time
of the last RD or WR command at t(RWBCi−1−1

j−1 ). Speci�cally, the time between any suc-
cessive commands must be minimal while satisfying the timing constraints, thereby
ensuring an ALAP schedule of the previous commands. Therefore, the minimum time

interval between any two commands is signi�cant to formalize the ALAP scheduling.
Recall that Ti−1 has BIi−1 and BCi−1. First, as stated in Table 2.1, the minimum time be-
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Figure 4.2: An example of As-Late-As-Possible (ALAP) scheduling with DDR3-1600G SDRAM for
Ti which has BIi = 4 and BCi = 2. The previous transaction Ti−1 uses BIi−1 = 2 and
BCi−1 = 2. The starting bank for both Ti-1 and Ti is Bank 0.

tween two RD or WR commands is tCCD. Since RD or WR commands targeting the
same bank are scheduled sequentially, the minimum time between the �rst RD or WR

commands to consecutive banks is BCi−1 × tCCD. Second, an ACT command is followed
by a RD or WR command to the same bank, and their minimum time interval is tRCD
(see Table 2.1). This implies that an ACT command must be scheduled at least tRCD
cycles before the �rst RD or WR command to the same bank. To calculate backwards,
the time interval between two successive ACT commands to di�erent banks has to be
at least BCi−1 × tCCD. In addition, Table 2.1 also states that the minimum time between
two ACT commands to di�erent banks is tRRD. Hence, the minimum time interval be-
tween two successive ACT commands to di�erent banks without violating any timing
constraints is max{tRRD,BCi−1 × tCCD}.

Figure 4.2 illustrates an example ofALAP scheduling for a DDR3-1600G SDRAM. This
example assumes the current transaction Ti and the previous write transaction Ti−1 have
the same starting bank Bank 0. Ti has BIi = 4 and BCi = 2, while Ti−1 uses BIi−1 = 2
and BCi−1 = 2. With the �xed �nishing time t(RW1

j−1) of Ti−1, the scheduling time of
all the previous commands is computed backwards with the minimum time interval
between them. Figure 4.2 shows the ALAP scheduling of the previous commands for
Ti−1 to Banks 0 and 1. In this way, some ACT commands have the same scheduling time
as some WR commands, which indicates command scheduling collisions. However, we
conservatively ignore these collisions so that larger scheduling time of the previous
ACT and WR commands for Ti−1 is achieved, which provide the initial bank states for
the new transaction Ti.

Next, ALAP scheduling is formalized to provide the scheduling time of previous com-
mands. First, the preceding transaction Ti−1 must have banks in common with Ti, be-
cause the reactivation of a bank for Ti needs more time if it was accessed by Ti−1. To
obtain larger �nishing time, the starting bank bj of Ti must have been accessed by Ti−1,
and the last bank bj−1 of Ti−1 is also required by Ti. Since the banks of a transaction
are accessed in ascending order according to Algorithm 2, there must be bj ≤ bj−1. As
a result, the set of common banks is [bj, bj−1]. We introduce the short hand notation
bcom = bj−1 − bj and the number of common banks is hence bcom + 1. For example, the
set of common banks between Ti−1 and Ti in Figure 4.2 is [0, 1], and the number of com-
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mon banks is 2. With the minimum time interval between commands, for ∀l ∈ [0, bcom]
and ∀k ∈ [0,BCi−1 − 1], the scheduling time of the RD or WR commands to a common
bank bj + l is given by Eq. (4.6). Note that t̂s (Ti) − 1 is the �nishing time of Ti−1 according
to Eq. (4.5). Eq. (4.6) can be used to conservatively determine the ALAP scheduling time
of all RD or WR commands of Ti−1.

t̂(RWk
j−1−(bcom−l) ) =t̂s (Ti) − 1 − (BCi−1 − 1 − k) × tCCD

− (bcom − l) × BCi−1 × tCCD
(4.6)

Given a �nishing time of Ti−1, the scheduling time of its last ACT command is ob-
tained since the minimum time interval between an ACT command and the �rst RD or
WR command to the same bank is tRCD (see Table 2.1). Thus, with the minimum time
interval between ACT commands, the scheduling time of the previous ACT commands
is calculated by Eq. (4.7). Based on Eq. (4.4), the time of the previous PRE is obtained by
using the worst-case scheduling time for RD or WR and ACT commands from Eq. (4.6)
and (4.7), respectively. It is given by Eq. (4.8) based on two observations of the timing
constraints in JEDEC DDR3 standard [53], namely: 1) tRWTP is larger for a write trans-
action than for a read transaction, and 2) there is tRWTP > tRAS − tRCD for a write
transaction. In a word, the second term in the max of Eq. (4.8) dominates in the worst-
case. Therefore, the worst-case initial states for Ti is that Ti−1 is write rather than read, and
Eq. (4.8) is further simpli�ed.

t̂(ACTj−1−(bcom−l) ) = t̂s (Ti) − 1 − tRCD − (BCi−1 − 1) × tCCD
− (bcom − l) ×max{tRRD,BCi−1 × tCCD}

(4.7)

t̂(PREj−1−(bcom−l) )

= max{t̂(ACTj−1−(bcom−l) ) + tRAS, t̂(RWBCi−1−1
j−1−(bcom−l) ) + tRWTP}

= t̂s (Ti) − 1 + tRWTP − (bcom − l) × BCi−1 × tCCD

(4.8)

Note that Eq. (4.6), (4.7) and (4.8) formalize ALAP command scheduling for Ti−1, lead-
ing to the worst-case initial bank states for Ti. This formalization is parameterized to
BIi−1 and BCi−1 used by Ti−1. If more is known about Ti−1, e.g., its accessed banks, the
ALAP scheduling can be specialized to obtain better analysis results. For example, bank
privatization is employed by the memory controllers in [24–26, 52, 56, 63, 88, 107] for dif-
ferent requestors. We leave the exploitation of this static knowledge to obtain a tighter
WCET as future work.

4.4 worst-case execution time

Based on the worst-case initial bank states given by the ALAP scheduling in Section 4.3,
we can compute the maximum scheduling time of commands for Ti, resulting in the
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Figure 4.3: An illustration of the ALAP scheduling that provides worst-case initial bank states for
the current transaction Ti.

worst-case �nishing time t̂f (Ti). Before deriving t̂f (Ti), we �rstly prove that the o�-line
ALAP scheduling of the preceding transaction Ti−1 indeed guarantees a conservative
t̂f (Ti). This is achieved by introducing Lemma 2 and Lemma 3 that demonstrate the
maximum scheduling times of the ACT commands for Ti only rely on the ALAP com-
mand scheduling of Ti−1. Lemma 4 gives t̂f (Ti) that is computed based on Lemma 1. Af-
ter deriving the worst-case �nishing time, the WCET de�ned as the time between the
worst-case starting time and the worst-case �nishing time is computed in Section 4.4.3.
A generic parameterized WCET is �rst derived (see Theorem 1), followed by two inter-
esting special cases, �xed transaction size and variable transaction sizes, respectively,
which are given by Corollary 1 and Corollary 2.

4.4.1 Conservative t̂f (Ti) Based on ALAP Scheduling

Intuitively, ALAP scheduling of commands for the previous write transaction Ti−1 pro-
vides the worst-case initial bank states for Ti. However, the actual command scheduling
for Ti may not only depend on Ti−1 but also earlier transactions. Figure 4.3 shows an ex-
ample where Ti uses 4 banks from Bank 0 to Bank 3. Ti−1 has the common banks Bank 0
and Bank 1 with Ti. Ti−2 and Ti−3 accessed Bank 2 and Bank 3, respectively. We can see
that the ACT commands for Ti to the common banks Bank 0 and Bank 1 have to follow
the constraints from the previous WR commands of Ti−1. For the non-common banks
Bank 2 and Bank 3, the ACT commands of Ti may be scheduled according to the WR

commands of earlier transactions Ti−2 and Ti−3 to the same bank. Moreover, tFAW must
be satis�ed between ACTj of Ti and ACTj−4 of Ti−3.

We proceed by formally proving that the ALAP command scheduling of Ti−1 guaran-
tees a conservative t̂f (Ti), even though earlier transactions (e.g., Ti−2, Ti−3) may actually
have constraints that dominate in the command scheduling for Ti. Note that the ALAP

command scheduling of Ti−1 provides conservative worst-case initial bank states for Ti,
and it is therefore not necessary to consider these earlier transactions in the worst-case
analysis. This proof is achieved by three steps. As shown in Figure 4.3, the �rst step is
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given by Lemma 2 stating that the scheduling of ACT commands of Ti to non-common

banks with Ti−1 is only determined by the ACT commands to the common banks in the
worst-case. This indicates that the constraints from earlier transactions Ti−2 and Ti−3,
as depicted by the green arrows in Figure 4.3, cannot dominate in the scheduling of
these ACT commands when using the ALAP command scheduling of Ti−1. The second
step given by Lemma 3 guarantees that the ACT commands of Ti to common banks with
Ti−1 can be scheduled only dependent on the ALAP scheduling of commands of Ti−1,
as shown in Figure 4.3. As a result of Lemma 2 and Lemma 3, the scheduling of ACT
commands of Ti only depends on Ti−1 in the worst-case. Finally, the third step computes
the t̂f (Ti) based on the ALAP command scheduling of Ti−1 in Lemma 4. All the proofs
are included in Appendix A.

The idea of Lemma 2 and Lemma 3 is to eliminate all the dependencies that can-
not dominate in the scheduling of the ACT commands of Ti according to the worst-
case initial bank states formalized by the ALAP scheduling. Lemma 2 states that the
worst-case scheduling times of the ACT command to any non-common bank bj+l (∀l ∈
(bcom,BIi − 1]) are determined by t̂(ACTj+bcom ), which is the worst-case scheduling time
of the ACT command to the last common bank bj+bcom . Note that t̂(ACTj+bcom ) essen-
tially depends on the previous transaction Ti−1. We can observe that a smaller bcom

provides larger t̂(ACTj+l) for the particular non-common bank bj+l (i.e., �xed l). Since
bcom = bj−1 − bj, the smallest bcom is achieved only if bj−1 is as close as possible to bj,
implying that Ti starts with a bank bj that is very close to the �nishing bank bj−1 of Ti−1.
Note that this gap is determined by the size of Ti−1 or Ti, whichever is smaller. As a
result, bcom = min{BIi−1,BIi} − 1 leads to the worst-case scheduling times of these ACT

commands of Ti to non-common banks.

Lemma 2. For ∀l ∈ (bcom,BIi − 1],

t̂(ACTj+l) = t̂(ACTj+bcom ) + [l − bcom] × tRRD +
l∑

l
′=bcom+1

C(j + l′)

Lemma 3 states that the worst-case scheduling of an ACT command to a common
bank bj+l (∀l ∈ [0, bcom]) is either dominated by t̂(ACTj−1) (l=0) or the ALAP scheduling
time of the PRE commands to the common banks of Ti−1. Note that ACTj−1 is the last
ACT command of Ti−1.

Lemma 3. For ∀l ∈ [0, bcom],

t̂(ACTj+l) =max{t̂(ACTj+l−1) + tRRD, t̂(PREj−1−(bcom−l) ) + tRP} + C(j + l)

From Lemma 2 and Lemma 3, we can therefore conclude that all the ACT commands

of Ti are scheduled based on the ALAP scheduling of commands for Ti−1 in the worst-case.
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4.4.2 Worst-Case Finishing Time

We proceed by deriving the worst-case �nishing time based on the worst-case initial
bank states provided by the ALAP scheduling. Lemma 1 states that the �nishing time of
Ti is determined by the �nishing time of the previous transaction Ti−1 and the scheduling
time t(ACTj+l) (∀l ∈ [0,BIi − 1]) of each ACT command for Ti. Therefore, the worst-
case �nishing time t̂f (Ti) is obtained by using t̂f (Ti−1) = t̂s (Ti) − 1 and t̂(ACTj+l) that is
obtained by substituting the ALAP formalization into Lemma 2 and Lemma 3.

Lemma 3 shows that t̂(ACTj+l) is determined by either the scheduling time t̂(ACTj+l−1)
of the previous ACT command or the last precharge time t̂(PREj−1−(bcom−l) ) to the same
bank, where l ∈ [0, bcom]. t̂(PREj−1−(bcom−l) ) is given by Eq. (4.8) according to the ALAP

command scheduling for the previous write transaction Ti−1. Moreover, Lemma 2 shows
that the scheduling time t̂(ACTj+l) (l ∈ (bcom,BIi − 1]) ofACT commands to non-common
banks is determined by t̂(ACTj+bcom ), which is the scheduling time of the ACT to the last
common bank and can be computed with Lemma 3. As a result, t̂(ACTj+l) can be ob-
tained by iteratively using Eq. (4.8), Lemma 2 and Lemma 3. We proceed by introducing
Lemma 4, which gives the worst-case �nishing time of Ti. The proof is presented in
Appendix A.4. Intuitively, the worst-case �nishing time of Ti is the worst-case starting
time of Ti plus the maximum of all relevant timing dependencies (assuming an ALAP

schedule for Ti−1).

Lemma 4. For ∀i ≥ 0, ∀l′ ∈ [0, bcom] and ∀l ∈ [l′,BIi − 1], bcom = bj−1 − bj,

t̂f (Ti) = t̂s (Ti) − 1+max{(l + 1) × tRRD − (BCi−1 − 1) × tCCD

+ [(BIi − l) × BCi − 1] × tCCD +
l∑

h=0
C(j + h),

tRWTP + tRP + tRCD − (bcom − l
′) × BCi−1 × tCCD

+ (l − l′) × tRRD + [(BIi − l) × BCi − 1] × tCCD

+

l∑
h=l′

C(j + h),

tSwitch + (BIi × BCi − 1) × tCCD}

4.4.3 Generic Worst-Case Execution Time

According to De�nition 7, the WCET is the di�erence between the worst-case starting
time and the worst-case �nishing time, which are both included in Lemma 4. Therefore,
the WCET is obtained by rewriting Lemma 4. We observe that the expressions in the
max{} of Lemma 4 either linearly increase or decrease with l and l

′. As a result, these
expressions can be simpli�ed to give the worst-case �nishing time t̂f (Ti) and hence
the WCET t̂ET (Ti). We proceed by introducing Theorem 1, which shows that t̂ET (Ti) is
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only determined by the JEDEC DDR3 timing constraints [53], and the sizes of Ti and
Ti−1 via (BIi−1,BCi−1) and (BIi,BCi) according to the chosen memory map con�gurations.
Therefore, Theorem 1 provides a WCET parameterized by the sizes of Ti and Ti−1. The
proof of Theorem 1 is presented in Appendix A.5.

Theorem 1. (Generic Worst-case execution time) For ∀i ≥ 0,

t̂ET (Ti) =max{(BCi − BCi−1) × tCCD + BIi × (tRRD + 1),
tRWTP + tRP + tRCD

+ [BIi × BCi − 1 − (min{BIi−1,BIi} − 1) × BCi−1] × tCCD + 1,
tRWTP + tRP + tRCD

+ [(BIi − (min{BIi−1,BIi} − 1)) × BCi − 1] × tCCD + 1,
tRWTP + tRP + tRCD + (BIi − 1) × (tRRD + 1) + 1
+ [BCi − 1 − (min{BIi−1,BIi} − 1) × BCi−1] × tCCD,
tRWTP + tRP + tRCD + (BCi − 1) × tCCD
+ [BIi −min{BIi−1,BIi}] × (tRRD + 1) + 1,
tSwitch + (BIi × BCi − 1) × tCCD}

In general systems with variable transaction sizes, the speci�c size of the previous
transaction that leads to WCET is unknown. We have found that the smallest previous
transaction size must be assumed to derive a conservative WCET. This is later captured
by Corollary 1. However, in the special case of the TDM arbitration presented in Sec-
tion 3.2.2, the previous transaction size is known in the worst-case due to the static map-
ping of requestors to TDM slots. Therefore, less pessimistic WCET is obtained based on
the known size of the previous transaction. A special case is that a system has a single
�xed transaction size, such as 64-byte cache lines. As a result, the previous transaction
size is statically known. The WCET for this special case is given by Corollary 2 in the
next section. Note that the analysis of these two special cases only needs to instantiate
Theorem 1 that is generic to any preceding and current transaction sizes.

Theorem 1 de�nes that t̂ET (Ti) is parameterized by the sizes of Ti and Ti−1. We can
observe that t̂ET (Ti) increases when BIi−1 and BCi−1 decrease. By taking both of them to
be 1, i.e., Ti−1 is the smallest transaction, we obtain Corollary 1, which is conservative
for any (unknown) preceding transaction. Intuitively, Ti experiences the WCET when
the previous transaction is a small write that has only one burst to the starting bank
of Ti. Moreover, it is not necessary to assume a collision for the �rst ACT command of
Ti. The reason is that the �nishing bank of Ti−1 is the starting bank of Ti, and no WR

commands of Ti−1 collide with the �rstACT of Ti. Therefore, t̂ET (Ti) given by Corollary 1
is tighter than Theorem 1.
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Corollary 1. (Analytical WCET for variable transaction sizes)

For ∀i ≥ 0,

t̂ET (Ti) = max{tRWTP + tRP + tRCD + (BIi × BCi − 1) × tCCD,
tRWTP + tRP + tRCD + (BCi − 1) × tCCD
+ (BIi − 1) × (tRRD + 1)}

Another common situation is that all transactions have the same size. For example,
a homogeneous multi-core system may have a single memory transaction size, since
the cache-line size of all the cores is the same. Transactions with the same size use the
same BI and BC. So, BIi−1 = BIi = BI and BCi−1 = BCi = BC. According to Theorem 1,
we can derive Corollary 2 that provides the WCET to transactions with the same size.
The intuition of Corollary 2 is that a transaction su�ers the WCET when its previous
transaction is a write that accessed the same set of banks.

Corollary 2. (Analytical WCET for fixed transaction size)

For ∀i ≥ 0, BIi−1 = BIi = BI and BCi−1 = BCi = BC,

t̂ET (Ti) = max{tRWTP + tRP + tRCD + (BC − 1) × tCCD + 1,
tRWTP + tRP + tRCD + (BC − 1) × tCCD
+ (BI − 1) × (tRRD + 1 − BC × tCCD) + 1,
tSwitch + (BI × BC − 1) × tCCD}

The WCET given by Corollary 1 and Corollary 2 for variable and �xed transaction
sizes are parameterized withBI andBC. Many existing real-time memory controllers [24–
26, 52, 56, 63, 107] execute transactions with a single data burst, i.e., BI = BC = 1. We
explicitly provide the analytical WCET for this particular case by introducing Corol-
lary 3. It can be obtained by using either Corollary 1 or Corollary 2 with BI = BC = 1.
However, Corollary 1 is used to derive Corollary 3, because the collision assumption to
the �rst ACT command is not needed in this case. The reason has been discussed when
deriving Corollary 1.

Corollary 3. (Analytical WCET for a single data burst)

For ∀i ≥ 0, BIi−1 = BIi = 1 and BCi−1 = BCi = 1,

t̂ET (Ti) = tRWTP + tRP + tRCD

4.4.4 Scheduled Worst-Case Execution Time

The analytical WCET given by Corollaries 1 and 2 have the bene�t of being simple
equations that bound the WCET by just inserting the timings of the particular mem-
ory device and the chosen memory map con�guration for a transaction. However, they
are somewhat pessimistic, since they conservatively assume that there is a command
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Figure 4.4: An example illustrating that the actual execution time of a larger transaction (32 Bytes
write) can be less than that of a smaller transaction (16 Bytes write).

collision for every ACT command. Here, we present a second approach that builds on
the presented formalism and ALAP schedule to overcome this limitation and derive a
tighter bound.

The idea is to derive the worst-case initial bank state for a transaction based on the
ALAP schedule as presented in Section 4.3.2, followed by actually scheduling the com-
mands of the transaction o�-line. This has the advantage of only accounting for the actual
number of command collisions and knowing exactly how many cycles the WCET increases

due to these collisions. The drawback of the approach is that it is no longer a simple
equation, but requires a software implementation of the scheduling algorithm. To this
end, the formalization of the timing behavior of the proposed scheduling algorithm,
previously presented in Section 4.2, has been implemented as an open-source o�-line
scheduling tool [70]. For the remainder of this article, we will refer to this approach as
the scheduled WCET and the bounds obtained from Corollaries 1 and 2 as the analytical
WCET. Both of them can be obtained from our open-source tool [70].

4.4.5 Monotonicity of Worst-Case Execution Time

Intuitively, a transaction with a smaller size should have lower execution time than a
larger one. However, it is not always true in the actual execution of transactions. The
reason is that the execution time is highly dependent on the initial bank states for the
current transaction, i.e., the bank accesses by previous transactions. Figure 4.4 shows
a counter example. The 32-Byte write transaction uses bank 2 and bank 3 and the cor-
responding ACT commands can be scheduled in a pipelined manner with the previous
write transaction that uses bank 0. As a result, the scheduling of the WR commands is
dominated by the tCCD constraint. In contrast, the 16-Byte write transaction accesses
bank 0. It has to wait longer (tRWTP+tRP) to precharge bank 0 and then activate it. This
shows that a smaller transaction may have a longer actual execution time.

However, the WCET of a smaller transaction cannot be larger than that of a larger
transaction. This is guaranteed by Theorem 1 that shows the WCET of an arbitrary trans-
action Ti monotonically increases with BIi and BCi. Moreover, De�nition 12 states that
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the transaction size is monotone with its BI and BC. Theorem 2 states that the WCET
monotonically increases with transaction size. The proof is included in Appendix A.6.

Theorem 2. For ∀T, T′, S(T) ≤ S(T′) =⇒ t̂ET (T) ≤ t̂ET (T
′).

Theorem 2 allows us to use the WCET of the largest transaction that a requestor can
issue as an upper bound for all its transactions. This is especially useful to relax the
requirement of �xed transaction size per requestor in the front-end (see Section 3.2.1)
by conservatively using the largest transaction size from the requestor.

4.5 worst-case response time

The worst-case response time (WCRT) of a transaction represents the maximum time
consumed to access the shared memory, including time spent in both front-end and
back-end. It is based on the WCET computed in Section 4.4. This section introduces the
analysis of the WCRT based on the proposed front-end that uses a work-conserving
TDM arbiter for requestors with variable transaction sizes, previously presented in Sec-
tion 3.2.1.

As de�ned by De�nition 9 in Section 2.3.3, the response time of a transaction is the
time from it arrives at the front-end of the memory controller until it is �nished, i.e.,
the last data word is returned for a read transaction or the last WR command is issued
to the SDRAM for a write transaction. The front-end of the memory controller shown
in Figure 3.1 uses a TDM arbiter to serve transactions from di�erent requestors. We
assume the number of requestors is N. For an arbitrary requestor r ∈ [0,N− 1], the TDM
arbiter allocatesNr consecutive TDM slots to it. Moreover, the TDM arbiter is con�gured
to serve requestors in descending order of their transaction sizes to achieve smaller
WCET, as discussed in Section 3.2.2. We assume the TDM arbiter serves requestors in
the order from Requestor 0 to Requestor N − 1, where Requestor 0 has the largest and
Requestor N − 1 has the smallest transactions.

The response time of a transaction from a requestor r actually consists of the interfer-
ence delay that is caused by other requestors in the front-end, its own execution time in
the back-end, and the time to return read data. As a result, the transaction experiences
the WCRT only if its interference delay is maximum, after which it su�ers its WCET
in the back-end. With the proposed work-conserving TDM arbitration in Section 3.2.2,
the maximum interference delay for a transaction occurs only if it misses any of its
slots, causing all its following consecutive slots to be skipped by the arbiter, while the
following requestors use all their allocated slots. Moreover, we have to conservatively
assume that each transaction from requestor r is executed with the worst-case execution
time t̂

r

ET
in the back-end. Since the size of the previous transaction size is known when

using TDM arbitration, we use Theorem 1 to compute t̂
r

ET
. As a result, t̂r

ET
is less pes-

simistic than using Corollary 1, leading to a shorter TDM slot length. The TDM frame

size (FS), which is the sum of all slot lengths in the TDM table (given by De�nition 13),
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is hence smaller. We will later experimentally show the bene�ts of this approach in
Section 4.8.4.4.

De�nition 13 (Frame size of the TDM table). The frame size FS =
∑

N−1
r=0 Nr × t̂

r

ET
.

The worst-case response time t̂
r

RP
of a transaction from requestor r comprises three

parts, as shown in Eq. (4.9). t̂r
interf

is the maximum interference delay for requestor r,
which is given by Eq. (4.10). It is the sum of the WCET of transactions from all other
requestors that are executed within their slots. The WCET results of these transactions
are given by Theorem 1 with known previous transaction sizes. For the �rst interfering
transaction, its WCET is computed assuming its preceding transaction has the mini-
mum size in the TDM table. This results in conservative WCET of the �rst interfering
transaction, since its previous transaction may be from any requestor and is hence un-
known. The second part of Eq. (4.9) is the worst-case execution time of the transaction.
Since the execution time of a transaction �nishes when the last RD or WR command is
scheduled, the ∆t (the third part of Eq. (4.9)) represents the extra time spent on return-
ing the data of the last RD command to the response bu�er and is given by Eq. (4.11)
that only comprises JEDEC-speci�ed timings.

t̂
r

RP
= t̂

r

interf
+ t̂

r

ET
+ ∆t (4.9)

t̂
r

interf
=

∑
∀r′∈[0,N−1],r′,r

t̂
r
′

ET
×Nr

′ (4.10)

∆t =



tRL + BL/2, Read transaction
0, Write transaction

(4.11)

Finally, the transaction may be delayed by a refresh. The maximum refresh delay can
be obtained from Eq. (2.2) by assuming the preceeding transaction is write rather than
read. It consists of the time between the last WR command of the previous transaction
and the associated PRE and the precharge period as well as the refresh period. However,
a refresh is regularly needed every tREFI cycles, i.e. a relatively long period of 7.8µs.
Therefore, the penalty caused by refreshing depends on the refresh e�ciency, as given
by Eq. (2.3). For example, the refresh leads to only about 3% increase in the total delay
of accessing DDR3-1600G SDRAM for an application. As a result, it is not added to
the WCRT of each transaction to avoid pessimism, but added as an overall cost in the
system-level analysis of the application.
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4.6 worst-case bandwidth

The bandwidth provided by a memory controller represents the long-term average data
transfer rate of executing transactions by dynamically scheduling commands to the
SDRAM. The worst-case bandwidth (WCBW) is the minimum long-term bandwidth.
However, it is di�cult to manually analyze the exact sequence of transactions, which
leads to the minimum bandwidth. This is because transactions with variable sizes arrive
at the front-end of the memory controller randomly, resulting in huge number of trans-
action sequences. To derive a conservative bound, we can compute the WCBW based on
the WCET of an individual transaction rather than a sequence of transactions. Based on
De�nition 10 that de�nes the bandwidth, we derive Eq. (4.12) to compute a conservative
WCBW, which is the minimum one achieved by di�erent transaction sizes. We assume
the total number of di�erent transaction sizes in the system isK and Sk represents one of
the transaction sizes, where ∀k ∈ [1,K ]. In Eq. (4.12), the WCBW is denoted by ˆbw . S(T)
represents the size of the transaction T while its WCET is t̂ET (T). In addition, f

mem
is the

frequency of the memory and e
ref denotes the refresh e�ciency as de�ned by Eq. (2.3).

Note that the WCBW is always achieved by the smallest transaction size according to
the experimental results that will be later shown in Section 4.8. The reason is that the
smallest transaction cannot exploit the bank parallelism as well as a larger transaction
that interleaves over more banks. For a system with �xed transaction size, K equals 1,
and the WCBW is computed based on this �xed size and its WCET.

ˆbw = Min
∀k∈[1,K ], S(T)=Sk

S(T)

t̂ET (T)
× f

mem
× eref (4.12)

4.7 rtmemcontroller tool

The formalization of dynamic command scheduling presented in Section 4.2 can be
used to precisely compute the scheduling times of memory transactions. As a result,
the formalization is implemented as a C++ tool, named RTMemController. It is capable
of validating the scheduling times provided by the cycle-accurate SystemC simulator, as
described in Section 3.4. Moreover, this tool can also collect the statistic results, such as
the average-case execution time (ACET) of transactions and the maximum measured ex-
ecution time. By integrating Theorem 1, Corollary 1 and Corollary 2, RTMemController

provides the analytical WCET for �xed and variable transaction sizes, respectively. The
scheduled approach given in Section 4.4.4 is also included in this tool and the sched-
uled WCET is provided. Finally, both the scheduled and analytical WCET bounds are
validated by the maximum measured WCET, i.e., the latter cannot be larger than the
former. Note that RTMemController is an open-source tool [70].

Figure 4.5 shows the design �ow of RTMemController. Its inputs consist of the mem-
ory speci�cations and the memory transaction traces. The former describe the targeted
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Figure 4.5: The design �ow of RTMemController, an open-source WCET and ACET analysis tool
for real-time memory controllers [70].

SDRAM devices in terms of their architectures (e.g., number of banks, rows, and columns)
and the timing constraints corresponding to inter-/intra-bank and refresh. Each mem-
ory transaction trace provides the tra�c from a requestor. We provide the transaction
traces generated by running applications from the MediaBench benchmark suite [65] on
the SimpleScalar 3.0 processor simulator [10], which uses separate data and instruction
caches, each with a size of 16 KB. The L2 caches are private uni�ed 128 KB caches where
the cache-line size varies depending on the experiments. These traces are the same as
used by the experiments in Section 3.5. Therefore, the Trace Merger shown in Figure 4.5
is used to combine the traces from di�erent requestors. Note that the Trace Merger is
implemented as Python Scripts, which are convenient to read/write data from/into a
�le. The combined trace contains a sequence of transactions that arrive sequentially
and they are later executed in order.

The DynamicCmdScheduler shown in Figure 4.5 is enabled when both the memory
speci�cation is chosen and the combined trace is generated. Next, the memory speci�-
cation is extracted by MemArchitectureSpec and MemTimingSpec for the architecture
and the timing constraints of the selected SDRAM, respectively. Moreover, the MemC-
trlCon�g provides the con�guration (i.e., BI and BC per transaction size) of the mem-
ory controller when it executes �xed or variable transaction sizes. The AddressDecoder
takes the memory map con�guration in terms of BI and BC per transaction size as the
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input and translates the logical address of each transaction into the physical address
in terms of bank, row, and column. The next step of this design �ow is the command
scheduling. The WCmdScheduler is only triggered once and it computes the analytical
based on Theorem 1, Corollary 1 and Corollary 2. Moreover, the scheduled WCET is
also calculated by WCmdScheduler for all possible transaction sizes when the memory
controller receives transactions with �xed size or variable sizes, respectively. These re-
sults are stored in a table and are later validated by the AnalyticalCmdScheduler. For
each transaction, the AnalyticalCmdScheduler computes the scheduling times of all its
commands based on the proposed formalization in Section 4.2. These scheduling times
constitute the Command Schedules (see Figure 4.5), which are used to validate the cycle-
accurate SystemC simulator when it uses the same traces. Moreover, the execution time
of each transaction is collected, where the maximum ET is recorded as the measured
WCET while the ACET is obtained by averaging the ET of all transactions. The mea-
sured WCET validates our analytical and scheduled WCET and guarantees that our
WCET bound is conservative. Finally, the WCET, ACET and the scheduling times of
commands constitute the output of this tool.

4.8 experimental results

This section experimentally evaluates the formal analysis and presents the analytical
and scheduled worst-case execution/response time and worst-case bandwidth. These
worst-case results are validated by comparing to the measured ones given in Section 3.5,
where our memory controller Run-DMC has been evaluated. Therefore, we carry out ex-
periments with the same setup as given in Section 3.5. Three experiments are presented
in this section. The �rst experiment shows that the formalization accurately describes
the timing behavior of the memory controller back-end. The last two experiments eval-
uate our analysis for �xed transaction size and variable transaction sizes, respectively.
The results in terms of WCET, WCRT, and WCBW are analyzed and also compared to
a state-of-the-art semi-static approach [3].

4.8.1 Experimental Setup

Our open-source tool RTMemController is implemented with C++ and it has been tested
on a 64-bit Ubuntu 14.04.1 LTS system with 2 Intel(R) Core(TM) i7 CPU running at
2.8GHz and with 2 GB RAM. Please refer to [70] for the detailed usage of RTMemCon-

troller. We reuse the experimental setup given in Section 3.5.1, where four requestors
are served by the front-end of Run-DMC using a novel TDM arbiter. Each requestor is
allocated a TDM slot and produces a memory trace. The characterizations of these Medi-
aBench or synthesis traces used in the experiments are given in Table 3.1 and Table 3.2.
The transaction sizes include 16 bytes, 32 bytes, 64 bytes, 128 bytes, and 256 bytes, and
their memory con�gurations in terms of (BI, BC) are (1, 1,), (2, 1), (4, 1), (4, 2), and (4,
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4), respectively. These con�gurations ensure the lowest execution time of transactions
with each size. The order of serving requestors with variable sizes will also be inves-
tigated to show that the descending service order of transaction sizes can achieve the
lowest TDM frame size, resulting in the lowest WCRT. Toward this goal, we investigate
the cases of 4 and 8 requestors, respectively. Note that experiments have been done
with three JEDEC-compliant DDR3 SDRAMs, DDR3-800D, DDR3-1600G, DDR3-2133K,
all with interface widths of 16 bits and a capacity of 2 Gb [53].

4.8.2 Experimental Validation of the Formalization

The purpose of our �rst experiment is to validate the formalization of the timing behav-
ior of the dynamic command scheduling in Algorithm 2 by verifying that the scheduling
time of each command is the same as given by the cycle-accurate SystemC simulator.
To this end, the open-source o�-line scheduling tool RTMemController [70] that imple-
ments the formalism has been provided with the same inputs as the SystemC imple-
mentation for all experiments in this chapter, covering a wide range of read and write
transactions with di�erent sizes and inter-arrival time under di�erent memory map con-
�gurations. The results of this experiment are that all commands of all transactions are
scheduled identically, indicating that the formalization accurately captures the imple-
mentation. This is important since the formalization forms the base for both the analyt-
ical and the scheduled WCET bounds. Moreover, it suggests the SystemC implementa-
tion is correct. This proven relation between the formal model and the implementation is

an important result of our work and a distinguishing feature compared to the related work.

4.8.3 Fixed Transaction Sizes

This experiment evaluates our formal analysis approach for the dynamically-scheduled
memory controller Run-DMC with �xed transaction sizes. The worst-case bounds on
execution time, response time and bandwidth are obtained using Corollary 2, Eq. (4.9)
and Eq. (4.12), respectively. With the same experiment setup used in Section 3.5.2, those
worst-case bounds are validated by comparing to the measured worst-case results. Re-
call that this experiment tests four memory requestors corresponding to four processors,
which execute di�erent Mediabench applications (gsmdecode, epic, unepic and jpegen-

code). The TDM arbiter in the front-end of Run-DMC allocates one slot per requestor.
Moreover, our formal analysis of Run-DMC is also compared to the semi-static ap-
proach [3], the only other approach that supports di�erent memory map con�gurations.

4.8.3.1 Worst-Case Execution Time

The execution time of a transaction is spent on scheduling commands to the SDRAM
in the back-end of our memory controller. This section evaluates the back-end in terms
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of the worst-case execution time (WCET). Figure 4.6 shows the WCET results of our
dynamically-scheduled memory controller Run-DMC given by the formal analysis and
the measured maximum execution time by running the MediaBench application traces.
These results are compared to the semi-static approach [3]. The results in Figure 4.6
demonstrate that

1. The maximum measured WCET from the experiments is equal to or slightly smaller
than the scheduled WCET. This indicates that the proposed analysis provides a tight
WCET bound. The scheduled WCET is a little too conservative for some transaction
sizes, e.g., 32 bytes and 64 bytes for DDR3-1600G that use BC = 1. This is caused
by the worst-case initial states determined by the ALAP scheduling in Section 4.3.2,
which is pessimistic since tCCD is always used as the time interval between two
RD or WR commands. However, for BC = 1, the actual interval is larger than tCCD

because ACT command dominates in the scheduling of a RD or WR command. This
pessimism is eliminated for 128-byte and 256-byte transactions that use (BI = 4,
BC = 2) and (BI = 4, BC = 4), where the ALAP scheduling accurately determines
the worst-case initial states.

2. The analytical WCET derived from Corollary 2 is equal to or slightly larger than
the scheduled WCET. The di�erence is because Theorem 1 conservatively assumes
a collision per ACT command, which may not actually be the case and all collisions
do not necessarily lead to an increased execution time, since the ACT command
does not always dominate in the computation of the �nishing time (see Lemma 1).
The maximum di�erence is BI cycles. However, the analytical WCET is much easier
to obtain, since it can be computed based on an equation. In contrast, a tool (i.e.,
RTMemController) is needed to derive the scheduled WCET.

3. The WCET given by the semi-static approach is identical to the measured WCET
of our approach. There is a single exception for 32 byte transactions, where the
measured WCET given by Run-DMC is 41 cycles, while it is 40 cycles for the semi-
static approach. Since this exception is highly dependent on the values of timing
constraints, it does not occur for most DDR3 SDRAMs. For example, there is no
such exception for DDR3-800D whose results are not presented here for brevity. The
interested reader can refer to [69]. It is worth noting that Run-DMC achieves signif-
icantly better average ET than the semi-static approach, as previously discussed in
Section 3.5.2.1. The improvement on the average ET bene�ts the non-real-time ap-
plications, which are simultaneously supported with real-time applications [72].

4.8.3.2 Worst-Case Bandwidth

The worst-case bandwidth (WCBW) represents the minimum long-term data transfer-
ring rate, and it is the lower bound on bandwidth. In Section 4.6, Eq. (4.12) is given to
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Figure 4.6: The WCET of �xed transaction sizes with DDR3-1600G SDRAM. Results are compared
to a semi-static approach [3].

compute the WCBW based on the transaction size and the corresponding WCET. There-
fore, we can derive scheduled and analytical WCBW based on the scheduled and ana-
lytical WCET. First, these WCBW bounds are conservative for bandwidth provided by
Run-DMC, since they are not larger than the measured minimum bandwidth, as shown
in Figure 4.7, where DDR3-1600G SDRAM is taken as an example. When comparing to
the semi-static approach (see Figure 4.7), we can draw similar conclusions as the WCET
in the previous Section 4.8.3.1 that 1) the measured WCBW of our Run-DMC is identi-
cal to the WCBW of the semi-static approach for all these transaction sizes except 32
bytes, where Run-DMC achieves slightly smaller measured WCBW. The reason is that
the WCET of 32-byte transactions is slightly larger than that of the semi-static approach
because of the particular timing constraints. 2) The scheduled and analytical WCBW are
the same as the semi-static approach for large transaction sizes (e.g., 256 bytes) but not
the smaller ones, such as 32 bytes, 64 bytes, and 128 bytes. It is because these transac-
tions use smaller BC (BC = 1 or BC = 2), i.e., a fewer RD or WR data bursts per bank,
and the formal analysis has to assume conservative time interval between two succes-
sive RD or WR commands, resulting in pessimistic initial bank states and hence larger
WCET and smaller WCBW. However, our formal analysis only provides slightly less
WCBW for these small sizes than the semi-static approach. As shown in Figure 4.7, it
has maximally 20% less WCBW than the semi-static approach for 64-byte transactions,
while it is only 2.2% for 128-byte transactions. Moreover, Figure 4.7 shows that higher
WCBW is achieved with larger transaction sizes. The reason is that larger transactions
transfer more data bursts from an individual bank, while it pays the activation penalty
only once, i.e., the required bank is opened by issuing an ACT command. As a result, it
is more e�cient.
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Figure 4.7: The worst-case bandwidth (WCBW) for a DDR3-1600G SDRAM using our
dynamically-scheduled Run-DMC and the semi-static approach [3] with �xed transac-
tion sizes.

4.8.3.3 Worst-Case Response Time

The WCRT of a transaction is given by Eq. (4.9). It is essentially determined by accu-
mulating the WCET of transactions from each requestor. This experiment shows the
worst-case response time of transactions with �xed sizes. Figure 4.8 presents the WCRT
for DDR3-1600G with �xed transaction sizes. The results are derived on the basis of
the WCET shown in Figure 4.6, and new observations from Figure 4.8 include: 1) the
response times of transactions are bounded. The measured WCRT is smaller than the
bound in terms of scheduled and analytical WCRT. The di�erence between them is be-
cause the worst-case situation is unlikely to occur in both the front-end and back-end
simultaneously, which requires transactions from all requestors competing in the front-
end, while each transaction in the back-end experiences worst-case initial bank state.
2) The analytical WCRT is more pessimistic than the scheduled WCRT, because the an-
alytical WCRT is derived by accumulating the analytical WCET of transactions from
each requestor. This exaggerates the conservative assumption of a collision per ACT
command for computing the analytical WCET. These observations also hold for other
DDR3 SDRAMs, although their WCRT results are not presented for brevity.

4.8.4 Variable Transaction Sizes

The last experiment evaluates our approach with variable transaction size. First, the
WCET of a transaction is evaluated without any a priori information, e.g., the size of
the previous transaction, where the worst-case is assumed. Second, we experiment with
the case when the size of the previous transaction is statically known, which is guaran-
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Figure 4.8: The worst-case response time for DDR3-1600G SDRAM with �xed transaction sizes

teed by the TDM arbiter. Then, the impact of the service order of requestors with their
transaction sizes on the WCET is evaluated, based on which the WCRT are evaluated.
The setup is loosely inspired by a High-De�nition video and graphics processing system
featuring a number of CPU, GPU, hardware accelerators and peripherals with variable
transaction sizes. This setup has been used in Section 3.5.3. So, recall that the system has
4 requestors with transaction sizes of 16 bytes, 32 bytes, 64 bytes and 128 bytes, respec-
tively. The �rst requestor Req_1 represents a GPU with 128 byte cache line size, execut-
ing a Mediabench application jpegdecode. A video engine corresponding to requestor,
Req_2, is used for mpeg2decode and it generates memory transactions of 64 bytes. The
Mediabench application epic is executed by a processor with a cache-line size of 32 bytes,
which is denoted Req_3. A synthetic memory trace is used by a CPU which has a 16 byte
cache-line size, resulting in read and write transactions with 16 bytes. This is requestor
Req_4. The characterizations of these memory traces are given in Table 3.2. The TDM
arbiter in the front-end allocates one slot per requestor and it serves these requestors
from Req_1 to Req_4 in descending order of their transaction sizes.

4.8.4.1 Worst-Case Execution Time

Corollary 1 is used to compute the WCET of transactions with variable size, and the
results for DDR3-1600G are shown in Figure 4.9. It also shows the WCET results given
by the semi-static approach for particular sizes, including 16 bytes, 32 bytes, 64 bytes
and 128 bytes, respectively. Note that the static command schedules (also named pat-
terns) used by the semi-static approach are computed at design time for a particular
transaction size, and are con�gured before the system is running. We get similar con-
clusions as previously presented in Section 4.8.3.1. New interesting observations are:
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Figure 4.9: WCET for DDR3-1600G with variable transaction sizes.

1. the scheduled WCET bound is perfectly tight, since the worst-case situation for a
transaction is accurately captured by Corollary 1 for variable sizes, and actually
occurs during simulation. The situation is that the previous transaction is a write
and its �nishing bank is the starting bank of the new transaction.

2. when the semi-static approach is used for variable transaction sizes, it has to choose
a particular pattern size such that the total WCET of all requestors is minimum, lead-
ing to smaller WCRT. For a particular pattern size, transactions with larger sizes
have to be split into several pieces that are served in consecutive TDM slots. If the
transaction size is smaller than the pattern size, it will fetch the data and throw the
unnecessary part away. This has two consequences. First, the WCET of transactions
with variable sizes highly depend on the chosen pattern size. For example, the 16-
byte pattern provides very high WCET for larger transaction sizes, as shown in Fig-
ure 4.9. Second, since data is discarded, it wastes power and reduces the bandwidth
provided by the SDRAM, which is a scarce resource. The best pattern size depends
on the mix of the transaction sizes and the timing constraints of the memory. For
example, the best pattern size used in our experiments for DDR3-1600G is 128 bytes,
while it is 64 bytes and 128 bytes for DDR3-800D and DDR3-2133K, respectively.

3. the WCET for each transaction obtained from our approach is less than or equal to
that of the semi-static approach. This demonstrates that our dynamically scheduled
memory controller outperforms the semi-static approach in the worst case with
variable sizes.
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Figure 4.10: Worst-Case Bandwidth for DDR3-1600G with variable transaction sizes.

4.8.4.2 Worst-Case Bandwidth

The worst-case bandwidth (WCBW) is computed based on the transaction size and the
corresponding worst-case execution time (WCET), as given by Eq. (4.12). For variable
transaction sizes, the WCET per size was previously presented in Section 4.8.4.1. In par-
ticular, to achieve the lowest WCRT with variable sizes, the semi-static approach can use
the best patterns designed for 128-byte transactions for DDR3-1600G SDRAM. There-
fore, we can derive the WCBW, as shown in Figure 4.10. We can draw similar conclu-
sions as in Section 4.8.4.1 for the WCET of variable transaction sizes. For example, both
the scheduled and analytical WCBW bounds are valid, since they are not larger than
the measured minimum bandwidth. Moreover, the scheduled WCBW are tight bounds
because they are identical to the measured bandwidth, while the analytical WCBW are
conservative. In addition to these conclusions, Figure 4.10 shows that our dynamically-
scheduled memory controller Run-DMC always provides more WCBW with variable
transaction sizes than the semi-static approach. The reason is that the semi-static ap-
proach has poor data e�ciency for small transaction sizes (e.g., 16 bytes, 32 bytes, and
64 bytes) when it uses the best pattern (i.e., for 128-byte transactions) to achieve the
lowest WCRT. Though the data e�ciency is 100% for 128-byte using the semi-static
approach, its WCET is larger than that given by Run-DMC, as previously discussed in
Section 4.8.4.1.

4.8.4.3 WCET with Known/Unknown Previous Transaction Size

The WCET of a transaction is given by Corollary 1 for unknown previous transaction
size, denoted as pre-size, while it is provided by Theorem 1 for known pre-size. As dis-
cussed in Section 4.4, if there is no static information about the size of the previous trans-
action, we have to assume the worst case, i.e., that its starting bank was the �nishing
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Figure 4.11: WCET with known/unknown previous transaction size. Requestors are allocated to
TDM slots in descending order of their transaction sizes.

bank of the previous write transaction. This results in pessimism for the WCET given
by Corollary 1. The TDM arbiter in the front-end provides static information about the
slot allocation per requestor. Therefore, the size of the previous transaction is statically
known in the worst case. In this experiment, four requestors have transaction sizes of
128 bytes, 64 bytes, 32 bytes and 16 bytes, respectively. The TDM arbiter allocates one
slot per requestor and serves them in descending order of sizes, e.g., from 128 bytes to
16 bytes. Figure 4.11 shows the WCET of a transaction with known and unknown size
of the previous transaction for DDR3 SDRAMs, respectively. We can see that the WCET
with unknown previous transaction size is greater than or equal to the case with known
size. For example, a 128 byte transaction is preceded by a 16 byte transaction consist-
ing of one burst, leading to no di�erence for its WCET if the previous size is known
or unknown. In contrast, a 64 byte transaction is preceded by a 128 byte transaction.
Its starting bank cannot be the �nishing bank of the 128 byte transaction for aligned
transactions, resulting in much better WCET with known previous transaction size (see
Figure 4.11). Therefore, shorter worst-case frame size is obtained if the size of previous
transaction is known. This leads to smaller WCRT, as presented in the following section.

4.8.4.4 TDM Service Order of Requestors

Besides known size of the previous transaction, lower WCET is obtained if transactions
are executed in descending order of their sizes because of improved pipelining between
successive transactions, as previously discussed in Section 3.2.2. This results in a shorter
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frame size. An experiment is carried out to explore all the possible orders of serving 4
and 8 requestors with transaction sizes of 16 byte, 32 byte, 64 byte and 128 byte, respec-
tively. For the case of 8 requestors, there are two requestors with each transaction size.
Each requestor has one slot in the TDM table. All the possible orders of serving these re-
questors have been evaluated, although only frame sizes for descending, ascending and
the worst possible order are shown in Figure 4.12 (a). The best way to serve requestors
is descending order of their transaction sizes. The worst order is the one that results in
the maximum frame size. The experiment shows that the minimum frame size is always
obtained using the descending order. Compared to the worst order, the improved per-
centage of frame size by using descending order is given by Figure 4.12 (b). It indicates
that a system with a larger number of requrestors bene�ts more from the descending
order, e.g., 13.4% is gained for 8 requestors with DDR3-800D. Note that this is a free
improvement by using our analysis in Section 4.4.3, which provides the WCET by ex-
ploiting more detailed information about the bank state when the size of the previous
transaction is known. This has not been considered by existing work.

4.8.4.5 Worst-Case Response Time

The WCRT for the four requestors is derived from Eq. (4.9) and the results for DDR3-
1600G are shown in Figure 4.13. They are obtained on the basis of the WCET by using
Theorem 1. In addition, to fairly compare with the semi-static approach, we choose the
best pattern size, e.g., 128 byte for DDR3-1600G. As can be seen from Figure 4.13, it also
supports the conclusion given by Figure 4.9 that our dynamically scheduled memory
controller outperforms the semi-static approach in the worst case, where our scheduled
approach is always better or equal and the analytical approach is worse than the semi-
static approach only for 128-byte transactions. As the observation also holds for the
other DDR3 SDRAMs, their results are not shown. It is worth to recall that our approach
signi�cantly reduces the total time for each application to access the memory, which has
been presented in Section 3.5.3.3. For example, compared to the semi-static approach,
53.8% reduction of the average response time for accessing DDR3-1600G is achieved
by the Mediabench application epic that has 32 byte memory transactions. In addition,
the average improvement is 47.6% for all the Mediabench application traces with DDR3-
1600G.

4.8.5 Monotonicity of Worst-Case Execution Time

Theorem 2 states that the analytical WCET monotonically increases with the transac-
tion size, and it is based on the WCET given by Theorem 1. However, we cannot prove
this for the scheduled WCET, as mentioned in Section 4.4.4. We proceed by providing
experimental evidence to show that the monotonicity property also holds for the sched-
uled approach.
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Figure 4.13: WCRT for DDR3-1600G with variable transaction sizes.

Experiments have been done with DDR3-800D, DDR3-1600G and DDR3-2133K to
collect the scheduled WCET of transactions. All pair-wise combinations of 16, 32, 64,
128, and 256 bytes transactions have been tested. Figure 4.14 shows the scheduled WCET
results of transactions with di�erent sizes under di�erent preceding transaction sizes for
DDR3-1600G. The results show that the scheduled WCET appear to be monotonic with
the transaction size. This experimental observation also holds for the other memories,
and the results are not presented for brevity. We conclude that the scheduled WCET

monotonically increases with the transaction size for DDR3-800D/1600G/2133K memories.

4.9 summary

The chapter proposes a formal analysis approach to analyze the worst-case execution/re-
sponse time and the worst-case bandwidth of our dynamically-scheduled memory con-
troller, previously presented in Chapter 3. This formal analysis approach is based on
the formalization of the dynamic command scheduling. The scheduling times of com-
mands can be precisely calculated based on the formalization, which is implemented
to be an open-source C++ tool RTMemController. On one hand, this tool is validated
by the cycle-accurate SystemC simulator (see Section 3.4), where identical scheduling
times of commands for the same transaction traces are obtained. On the other hand,
RTMemController is used to debug the SystemC simulator. With this formalization, the
worst-case execution time of a transaction is analyzed based on the worst-case initial
bank states, which are derived by scheduling the commands of the previous transac-
tion as-late-as-possible (ALAP). The ALAP scheduling maximizes the scheduling times
of these previous commands. Due to the constant JEDEC timing constraints between
commands, the commands of the current transaction are scheduled at their maximum
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Figure 4.14: The monotonicity of scheduled WCET with transaction size for a requestor. DDR3-
1600G is taken as an example.

times. As a result, the maximum execution time (i.e., WCET) is guaranteed. Based on
the analysis, two techniques are presented to bound the WCET. The �rst technique is
an equation that computes the WCET for a given transaction size and memory map
con�guration, while the second technique provides a tighter bound by using an o�-line
implementation of the dynamic command scheduling to compute actual command colli-
sions. Both of these techniques are included in RTMemController. We formally prove that
the analytical WCET monotonically increases with the transaction size, and we provide
experimental evidence for DDR3-800D/1600G/2133K SDRAMs that this also holds for
the scheduled approach. With the WCET of transactions, the lowest WCRT is derived
based on the new work-conserving TDM arbiter that schedules transactions from dif-
ferent requestors in the descending order of transaction sizes. Comparison with a state-
of-the-art semi-static scheduling approach shows that our approach performs equally
well or better in the worst-case with only a few exceptions. Note that our approach sig-
ni�cantly reduces the average response times by 79% at most while 44.9% on average,
implying shorter time for each application to access the memory. This was previously
concluded in Chapter 3.





5
M O D E - C O N T R O L L E D D ATA F L O W ( M C D F ) M O D E L I N G O F
R U N - D M C

The analysis of real-time memory controllers is di�cult, and the reasons have been
previously discussed in Chapter 4, including: i) the interferences between memory re-
questors, ii) the complex dependencies between SDRAM commands due to the inter-
and intra-bank timing constraints, and iii) the diverse memory tra�c with variable
transaction sizes. These di�culties have been solved by the formal analysis approach
in Chapter 4 by assuming that 1) the worst-case bank states for a transaction are given
by as-late-as-possible (ALAP) scheduling, and 2) each ACT command is always collided
with a RD or RD command. These assumptions make the worst-case bounds pessimistic.
Moreover, the formal analysis approach provides the bounds based on analyzing each
individual transaction rather than a sequence of transactions, where the pipelining can-
not be exploited. In particular, the formal analysis approach cannot provide tight bounds
on worst-case bandwidth. The reason is that the bandwidth evaluates the long-term av-
erage data transferring rate of executing an in�nite number of transactions according to
De�nition 10. On the other hand, the formal analysis approach is time-consuming and
huge e�ort is needed when analyzing a memory controller with di�erent mechanisms,
implying a portability issue.

This chapter introduces a novel approach to derive the lower bound on the worst-
case bandwidth (WCBW) by exploiting the pipelining between successive transactions,
which are executed by our dynamically-scheduled memory controller (i.e., Run-DMC).
As previously presented in Chapter 3, Run-DMC is capable of e�ciently dealing with the
diverse memory tra�c with variable transaction sizes using dynamic command schedu-
ling. The proposed approach captures the complex command scheduling dependencies
of transactions with a data�ow model, where SDRAM commands and inter-/intra-bank
timing constraints are represented by nodes with speci�ed execution times in a data�ow
graph, while the dependencies between commands are represented by the edges of the
graph. By using existing analysis tools of data�ow models, such as SDF3 [98] and Hera-
cles [79], the WCBW bounds can be automatically obtained based on iteratively execut-
ing the data�ow graph. This corresponds to the execution of a sequence of transactions.
Therefore, the WCBW bounds are derived based on exploiting the pipelining between
transactions. Comparing to the formal analysis approach in Chapter 4, the analysis of
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the data�ow model does not need to assume the worst-case initial bank states given by
the ALAP scheduling, ensuring tighter bounds.

A MCDF model [68, 79, 90] is used to capture the command scheduling dependen-
cies of Run-DMC. It supports dynamism by selecting di�erent sub-graphs, which cor-
respond to di�erent modes. As a result, the dynamism caused by executing the trans-
actions is captured by creating modes and specifying the mode transitions. Finally, the
Heracles [79] tool is used to analyze the WCBW. The advantages of the MCDF model
include: 1) it leverages standard data�ow analysis techniques and tools to analyze the
bound on the worst-case bandwidth of memory command scheduling without the need
to manually develop new complex static analyses. 2) It can easily exploit static informa-
tion, such as the transaction sequence given by the application or static arbitration of
memory requestors (e.g., time-division multiplexing), through generating proper mode
sequences. In contrast, the formal analysis approach in Chapter 4 can only exploit the
static order of transaction sizes rather than the types and physical addresses contained
in the static transaction sequence. 3) The analysis of the MCDF model returns the se-
quence of commands (corresponding to transactions) that limit the worst-case band-
width, which is beyond the capability of existing analyses. This information is useful
when designing scheduling algorithms, such that the critical sequence of transactions
is avoided and hence a better worst-case bandwidth is obtained. 4) The validation of
the MCDF model is easier than existing analyses because the formal model is also exe-
cutable. 5) The MCDF model can be easily adapted to cover other memory controllers
with di�erent scheduling policies, which can be captured by mode sequences. 6) Finally,
the worst-case bandwidth bounds are better than both the scheduled and analytical
approaches introduced in Section 4.6 for Run-DMC and the Predator controller using
a semi-static approach [3]. The maximum improvement is 22% while the average im-
provement is 6.3%. We also experimentally show that exploiting static sequences of
transactions achieves up to 77% higher worst-case bandwidth bound, while the average
improvement is around 63.2%.

In the remainder of this chapter, Section 5.1 summarizes the related work of analyz-
ing the worst-case bandwidth. The background of data�ow model and mode-controlled
data�ow (MCDF) model is given in Section 5.2. The proposed MCDF model of Run-DMC
is presented in Section 5.3, followed by introducing the method of deriving the WCBW
based on analyzing the MCDF model in Section 5.4. Finally, experimental results are
shown in Section 5.5, before summarizing this chapter in Section 5.6.

5.1 related work

The worst-case memory bandwidth is challenging to analyze because of the command
scheduling dependencies based on the complex internal states of SDRAM [53] and the
diverse memory tra�c. Most existing approaches for computing memory bandwidth
abstract away the complexity of SDRAM internal states. A memory access control ap-
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proach has been proposed in [109] to allocate enough bandwidth to a critical core that
runs a real-time application. However, it uses constant memory access time to compute
the bandwidth, which is pessimistic for variable transaction sizes with di�erent exe-
cution time. This drawback also applies to the bandwidth sharing scheme in [87] that
treats every memory access as a constant delay. The worst-case bandwidth can be ana-
lyzed when a memory controller has statically periodic behavior of command schedu-
ling. For example, the mixed-criticality memory controller in [25] repeats a �xed TDM
schedule of command scheduling. This is similar to the memory controllers in [3, 46]
that use static command schedules. The PRET DRAM controller [88] does not directly
use static command schedules, while it provides conservative periodic cycles of issu-
ing commands. A similar memory controller presented in [26] uses virtual devices,
each of which is composed of several private banks and uses a �xed sequence of com-
mands to serve a read/write transaction with �xed size. The virtual devices are peri-
odically accessed in a TDM manner. However, these memory controllers only directly
support transactions with �xed sizes to ease their worst-case analysis. They cannot
e�ciently deal with the variable sizes in diverse memory tra�c. In contrast, our mem-
ory controller (i.e., Run-DMC [69, 72]) introduced in Chapter 3 dynamically schedules
commands for transactions with variable sizes. It is capable of exploiting the run-time
SDRAM states. However, the formal analysis approach of Run-DMC given Chapter 4
is complicated and its WCBW bounds are pessimistic due to the assumptions. In this
chapter, we tackle this complexity by modeling the command scheduling of Run-DMC
with a data�ow model [79], where existing analysis techniques and tools can be used to
analyze a tighter WCBW bounds.

Data�ow models have been widely used to model shared resources in modern multi-
core systems and provide guaranteed performance. For example, the behavior of an
on-chip network is captured by a data�ow model [45] that is used to compute the re-
quired bu�er size of a network interface, such that the performance of an application
is guaranteed. Another example is the data�ow modeling of TDM arbitration [67], that
enables an optimized TDM slot allocation to meet the requirements of concurrent appli-
cations. The data�ow models of these two examples actually describe the dependencies
of resource sharing, and existing data�ow analysis techniques are employed to provide
the worst-case results. Nelson et al. shows in [80] how a streaming application mapped
on a multi-core platform with several shared resources can be modeled using data�ow.
However, the modeling of the resource sharing is quite abstract and does not capture the
internals of the resources in detail. This chapter proposes to capture the complex dependen-

cies of dynamic command scheduling by a data�ow model, where we extend an analysis

tool to address these complexities and provide the WCBW. To the best of our knowledge,

this work provides the �rst data�ow model of a memory controller in detail.



94 mode-controlled dataflow (mcdf) modeling of run-dmc

A, 1 B, 2 C, 4

Figure 5.1: A single-rate data�ow graph.

5.2 background of dataflow models

This section introduces background information about data�ow models, such as the
single-rate data�ow (SRDF), followed by presenting the basic concepts and structures
of mode-controlled data�ow model in details.

5.2.1 Single-Rate Data�ow Model

Data�ow models are popular to describe concurrent processes with unidirectional graphs,
where a process is represented by a node (i.e., actor), while an edge between two nodes
is a FIFO communication channel between the corresponding processes [66]. An actor
�res or executes immediately when all its input tokens (i.e., data) are available. The �ring
of an actor consumes tokens from all inputs and produces a number of output tokens
that are transfered to the next actors. The number of these consumed/produced tokens
is the consumption/production rate. For single rate data�ow (SRDF), each actor has a �xed
execution time and communicates with other actors using a single token through each
channel. Initial tokens are speci�ed on some edges of the SRDF graph, such that the
graph starts �ring with particular actor(s). Since the �ring of an actor is triggered once
all its input tokens arrive, the dependencies between concurrent processes are captured
by transmitting tokens between actors. Moreover, the execution of the processes is cap-
tured by the iterative �rings of the SRDF graph. An iteration of an SRDF graph is de�ned
as a set of actor �rings, such that all the initial tokens return to their initial edges, i.e.,
the SRDF graph returns to the initial state. SRDF model expresses the dependencies be-
tween concurrent processes while provides good analytical properties that guarantee
the performance in terms of latency and throughput [27].

Figure 5.1 shows an SRDF that has three actors A, B and C with the execution time
of 1, 2, and 4, respectively. Their consumption and production rates are 1, which is not
shown in Figure 5.1 for brevity. The edges between the actors denote the dependencies.
There is one initial token on the edge from actor C to actor A, such that A starts at
the beginning, followed by actor B and C once their input tokens become available.
For example, actor C starts immediately when both the input tokens from actor A and
B are produced. When the data�ow graph depicted by Figure 5.1 executes iteratively
with each actor running in a pipelining manner, it is obvious that the critical cycle that
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Figure 5.2: An MCDF graph and a basic tunnel.

determines the execution speed of the graph is from A to B to C. This cycle repeats with
the time interval of 7 that is the total execution times of the actors on the critical cycle
divided by the number of initial tokens on its edges, which is de�ned as the maximum

cycle mean (MCM) in tokens/second.

5.2.2 Mode-controlled Data�ow Model

Mode-controlled data�ow (MCDF) [79] is a restricted variant of Boolean data�ow [18]
that supports dynamism by selecting di�erent sub-graphs of the MCDF graph to �re
for each graph iteration, where Figure 5.2 shows a simple example of an MCDF model.
These sub-graphs, called modes, are actually smaller data�ow graphs. MCDF features
single rate data�ow (SRDF) actors and two types of special actors, named select and
switch, which conditionally produce/consume tokens on/from speci�c edges depend-
ing on the mode selected for that �ring, which is de�ned by the value of the token
consumed from its mode control input. In addition, a special single-rate actor is marked
as model controller (MC) and produces all tokens consumed through the control ports of
all switches and selects in the MCDF graph. For each �ring of MC, one token with the
same mode value is produced by MC on all control inputs of all switches and selects,
which are enabled to �re exactly once in an iteration. The actors of switches, selects,
and mode controller �re once per iteration, while the rest actors only �re if their mode
is chosen. This means that the actors corresponding to the non-selected modes do not
�re. The control tokens drive all the switch and select actors via their control input
ports to select di�erent modes. A tunnel constructed with switch and select provides
a convenient way to communicate tokens between two modes. It behaves as a register

and is also driven by control tokens.
The construction rules of an MCDF model are that 1) it uses a single MC actor and

an arbitrary number of switch, select and tunnel actors. These actors always �re for
any chosen mode. 2) MC selects a mode by sending a control token. The switch and
select activate the actors of the selected mode to �re. The actors of unselected modes
cannot �re. 3) An actor is not allowed to belong to more than one mode. With these
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Figure 5.3: The equivalent SRDF of recurring SMS for the MCDF in Figure 5.2.

rules, the MCDF model has strong expressiveness to capture the dynamism of a system
by dynamically choosing modes.

Figure 5.2 shows a simple MCDF graph that consists of two modes, M0 and M1, where
the former consists of actor A and latter actor B. All other actors do not belong to any
mode, as they �re once per iteration, independently from the values of the mode con-
trol tokens. The MC produces control tokens that are sent to the control input port of
the switch (SW), select (SL), and tunnel. Tunnel actors encapsulate an MCDF construct
enabling well-de�ned communication between di�erent modes, as explained below. Be-
sides the control input port, a SW has a data input port and a number of output ports
that connect to actors belonging to di�erent modes. The SW consumes both the data to-
ken sent by the source (Src) actor and the control token given by MC, and produces the
same data token on the output port that connects to the mode speci�ed by the control
token. Conversely, a SL consumes the control token and the input data token associated
with the mode indicated by its received control token, and produces the same data token
on the output port. Figure 5.2 also shows a tunnel constructed by a switch (Tsw) and
a select (Tsl). It has an internal (initial) token that is always replaced by its input data
token. This is achieved when Tsw and Tsl receive the same control token indicating a
mode that connects to the data input of the tunnel, e.g., M0 in Figure 5.2. As a result, it
always passes the latest token from the input mode to the output mode via the data out
port.
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The execution of the MCDF graph is highly dependent on how modes are chosen.
To capture the static behavior of a system, a pre-de�ned static mode sequence (SMS)

that speci�es a static order of modes to �re can be used. Moreover, multiple SMSs can
be used dynamically in any random order. In addition, MC can repeat an SMS, result-
ing in recurring SMS. By choosing modes according to pre-de�ned SMSs, a worst-case

throughput analysis of the MCDF model can be based on the SMSs. Each SMS speci-
�es a static �ring order of modes. The �ring dependencies of a recurring SMS are hence

equivalently described by a static data�ow graph, which is obtained by eliminating the

actors and edges (i.e., dependencies) of the modes that are not chosen by the SMS. We sim-
ply assume that SMS0 only contains mode M0 and SMS1 has mode M1 in our example
in Figure 5.2, i.e., SMS0=[M0] and SMS1=[M1]. When SMS0 or SMS1 is repeatedly used
by MC, recurring mode sequences are brought and are represented by [M0]∗ and [M1]∗
for SMS0 and SMS1, respectively. The equivalent SRDF graphs are shown in 5.3(a) and
5.3(b) for SMS0=[M0]∗ and SMS1=[M1]∗, respectively. For a recurring SMS3=[M0, M1]∗,
its equivalent SRDF is shown in 5.3(c) that is obtained by unrolling the MCDF model in
Figure 5.2, where M0 is always followed by M1 and the transitions are denoted by the
red dashed edges. Therefore, to analyze the worst-case throughput of a given SMS, we
only need to analyze its equivalent static data�ow graph with existing data�ow analysis
techniques [79].

The transitions across multiple SMSs are usually not known apriori, since they are
dynamically executed. All the possible transitions can be described by a �nite-state ma-
chine (FSM), where each SMS is represented by a state that is able to transit to any states
including itself. By assuming the total number of SMSs to be NS (NS > 0), this case is
described by [SMS0 | SMS1 | ... | SMSNS−1]∗, where the transitions are given by the FSM.
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The worst-case analysis approach in [68] actually does not need to explore all the tran-
sitions of the FSM to obtain the worst-case results of [SMS0 | SMS1 | ... | SMSNS−1]∗
for an MCDF model. Instead, it merges all the equivalent static data�ow graphs of each
individual recurring SMS (e.g., SMSi , ∀i ∈ [0,NS − 1]), resulting in a larger equivalent
static data�ow graph that captures all the dependencies of dynamically executing an
arbitrary SMSi . As a result, the worst-case throughput analysis only needs to focus on
a single giant/merged graph, where the existing data�ow analysis techniques can be ef-
�ciently employed. This merging is achieved by adding all the dependencies (i.e., edges
with initial token(s)) between the actors chosen by di�erent SMSs. For example, Fig-
ure 5.4 shows the merging of the SRDF graphs of SMS0=[M0]∗ and SMS1=[M1]∗, which
are shown in 5.3(a) and 5.3(b). The added dependencies are denoted by red dashed edges,
where each of them is given an initial token. The merged graph is the equivalent SRDF
of executing [SMS0 | SMS1]∗. Therefore, it only requires to equivalently analyze the
merged static data�ow graph to derive the worst-case results.

Figure 5.5 illustrates the execution of each actor in Figure 5.4 during two iterations.
The execution trace in Figure 5.5 shows that the actor �rings of each SMS in a new
iteration depend on the slowest SMS executed in the previous iteration. Therefore, the
worst-case situation is guaranteed for any SMS that is dynamically executed. As high-
lighted by the red dashed arrows in Figure 5.5, the �ring of both SMS0 and SMS1 in the
second iteration starts after the �nishing of SMS0 in the �rst iteration. The reason is
that actor A has the longest execution time (i.e., 3) in the MCDF graph in Figure 5.2,
resulting in the critical path (shown by the red dashed arrows) of executing SMS0 in the
�rst iteration. Therefore, in this case, the repeated SMS0, i.e., [SMS0]∗, is the dominate
mode sequence that leads to the worst-case results.
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5.3 mcdf model of run-dmc

This section �rstly discusses the general principles of modeling memory command sche-
duling in data�ow, followed by introducing the MCDF model of command scheduling
for DDR3 SDRAMs, which includes a generalization of the tunnels used by the MCDF
model and a description of how memory transactions are supported by using static
mode sequences.

5.3.1 Data�ow Modeling of Command Scheduling

The timing dependencies of command scheduling are essentially the same as the data
dependencies described by data�ow graphs. A command can be scheduled only if all its
timing constraints are satis�ed, while a data�ow actor �res when all its input tokens
are available. For example, the timing dependencies between commands are depicted
in Figure 2.8, where a command can be scheduled only if all its inputs become valid,
i.e., the timing constraints from previous commands are satis�ed. The scheduling time
of a command is computed based on the relevant timing constraints, whichever is the
largest. For example, Eq. (4.1) computes the scheduling time of an arbitrary ACT com-
mand. Principally, Eq. (4.1) represents a form of max-plus algebra [47], which has been
used in the data�ow throughput analysis [22, 28]. Essentially, we can model the mem-
ory controller with data�ow, and the existing analysis tools can be used to analyze the
worst-case results. The data�ow modeling of a memory controller actually captures the
command scheduling dependencies by means of 1) modeling each command as an ac-
tor and setting its execution time as the time spent on the command bus; 2) tracking
the timing constraints by using delay (DL) actors, whose execution times are equal to
the constant values of the DDR3 JEDEC-speci�ed timing constraints [53]. Note that the
model can be easily used for di�erent generations of DDR SDRAM and also for di�erent
devices of the same generation [39] by replacing the constant values of the timing con-
straints; 3) capturing the command scheduling dependencies by adding edges between
the actors of commands and timing constraints. For example, Figure 5.6 illustrates an
example of modeling a simple periodic schedule of an ACT, RD, and PRE to a bank (Fig-
ure 5.6(a)) with a static data�ow graph (Figure 5.6(b)) according to the above scheme.

A memory transaction is executed by interleaving it over BI banks, each of which
requires an ACT, followed by BC times of RD or WR and �nally a PRE, according to
the close-page policy. The command scheduling of a particular transaction in terms of
speci�c type (read or write), BI, BC, and physical address (starting bank) can be mod-
eled by a speci�c static data�ow graph, such as the simple example shown in Figure 5.6.
However, di�erent static data�ow graphs are needed to capture the command schedu-
ling of transactions with di�erent types, sizes, and physical addresses. We propose an

MCDF model capturing the command scheduling dependencies of various transactions by

specifying static mode sequences (SMSs), where a mode sequence is equivalent to a static
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data�ow graph representing the execution of a transaction with the given type, size, and

starting bank. Finally, the MCDF graph must be strongly connected to restrict the �ring
rate of actors, such that the timing behavior of the memory controller can be correctly
captured. In fact, the strongly connected MCDF graph captures the limited speed of
command scheduling because of the timing constraints.

Figure 5.7 shows a high-level overview of the MCDF modeling of memory controllers.
As previously mentioned, memory commands and the SDRAM timing constraints are
modeled by actors, which further constitute each individual mode (shown in Figure 5.8).
The scheduling of commands per transaction is captured by using a proper pre-computed
static mode sequence (SMS), which has been discussed in the previous Section 5.2.2. The
generation of proper SMSs for transactions will be later presented in Section 5.3.2.1.
These SMSs are dynamically employed to model the memory tra�c. A fully connected
FSM can describe the transitions among all kinds of transactions associated with the
SMSs (NS denotes the total number) if there is no apriori information about the traf-
�c (discussed in Section 5.4). Overall, the MCDF graph naturally captures commands
and timing constraints of SDRAM and can be generally used by various memory con-
trollers and memory devices by computing their corresponding SMSs. When static knowl-
edge about the tra�c is provided, e.g., the known transaction sequence given by the
application or by memory arbiter (e.g., TDM), the FSM is simply restricted to keep the
known sequence.
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5.3.2 MCDF Modeling of Command Scheduling

We proceed by generally modeling command scheduling of transactions with an MCDF
graph based on the previously mentioned principles. There are four di�erent commands
that are used to execute each transaction, ACT, RD, WR, and PRE. Note that the re-
fresh (REF ) command is not modeled explicitly because it is only needed for a large
interval of tREFI and reduces the bandwidth by approximately 3% [55]. Its e�ect will be
taken into account later when computing the worst-case bandwidth in Section 5.4. The
commands can be dynamically scheduled to the required banks according to various
scheduling algorithms subject to the inter/intra-bank timing constraints. To generally
support any command scheduling algorithm for transactions, the scheduling of a com-

mand to each bank can be modeled by creating a mode that has actors representing the

command and the inter/intra-bank timing constraints. In particular, the actors of inter-
bank timing constraints are used to support the transitions across modes. Finally, the
execution of a transaction is modeled by using a mode sequence that speci�es the order of

modes corresponding to the required commands. In this way, various command schedu-
ling algorithms for transactions can be supported by specifying their mode sequences.

Figure 5.8 shows the MCDF model of command scheduling. It consists of 18 modes,
representing the scheduling of di�erent memory commands to any of the 8 banks. Each
mode consists of a command (ACT, RD, WR, or PRE) actor and several delay (DL) actors
that track the relevant timing constraints. The edges between actors in Figure 5.8 show
the dependencies. Since the command bus transfers one command per cycle, the execu-
tion time of all the command actors is 1 cycle except for ACT actors where it is 2 cycles.
This is because an ACT has lower priority than a RD or a WR as stated in Section 3.3.2.
We hence conservatively assume an ACT always collides with a RD or WR, resulting in
one cycle additional delay. The execution times of DL actors in Figure 5.8 are con�gured
to be the values of the JEDEC timing constraints in Table 2.1.

The ACT and PRE commands to di�erent banks have to be modeled by di�erent
modes because of the intra-bank timing constraints. For example, the scheduling of
an ACT has to satisfy the tRP constraint from the previous PRE to the same bank, as
shown in Figure 2.8. Mode_0 to Mode_7 in Figure 5.8 model the ACT to a bank from
Bank 0 to Bank 7, respectively. While Mode_8 to Mode_15 capture the PRE to a bank
from Bank 0 to Bank 7, respectively. For ∀i ∈ [0, 7], the transition between Mode_i and
Mode_(i+8) captures the timing constraints (e.g., tRAS and tRP) between the ACT and
PRE to the same bank. Note that the transition between modes is supported by tunnels.
A basic tunnel is shown in Figure 5.2 that only supports transition from one mode to
another. The proposed MCDF model in Figure 5.8 requires a general M ×N tunnel that
supports the transition from M modes to N modes, where M > 0 and N > 0. In the
same way, the timing constraints between ACT commands are also captured, such as
the tRRD and tFAW. Finally, RD or WR commands are sequentially scheduled due to
the the shared data bus of transferring their associated data, and it is hence not nec-
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Figure 5.8: Mode-controlled data�ow model of memory command scheduling.
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essary to distinguish di�erent banks. Therefore, RD and WR are modeled by Mode_16
and Mode_17, respectively, where all the relevant timing constraints are captured by
tunnels. For example, the RCD Tunnel keeps the tRCD constraint from an ACT to a
RD or WR, as shown in Figure 5.8. The general M × N tunnel will be detailed later in
Section 5.3.2.2.

The Source actor in Figure 5.8 triggers the command scheduling each clock cycle by
producing a token on the input port of the Mode switch, and its execution time is 1.
This models the worst-case behavior, where pending transactions are backlogged, i.e.,
enough commands ensure the scheduler is always busy. The Mode controller (MC) de-
termines which mode to choose, i.e., which command to schedule, by specifying the
mode sequence corresponding to a transaction. Therefore, when the Source actor pro-
duces a token to trigger a mode, it also gives a token to MC that produces a control
token based on the mode sequence for all the switch, select, and tunnel actors to choose
the mode. The translation from transactions to mode sequences will be detailed later in
Section 5.3.2.1.

The memory controller schedules commands with limited speed due to the timing
constraints. This is captured by a feedback edge from the Mode select to the Source
actor (see Figure 5.8), which makes the proposed MCDF model strongly connected. The
token on this edge is produced by the Mode select that is triggered after the �ring of each
command actor per mode, and the token is then consumed by the Source to produce a
new token to trigger the next command actor, i.e., schedule a new command. Note that
the initial tokens on this edge must guarantee that commands are scheduled as soon
as all timing constraints are satis�ed. The proper number of the initial tokens will be
obtained from experiments.

5.3.2.1 Mode Sequences

The MCDF model in Figure 5.8 is able to capture the dependencies of di�erent command
scheduling mechanisms, e.g., close/open-page policy, bank privatization/interleaving,
and priorities. The reason is that the proposed MCDF model captures the JEDEC-speci�ed
timing constraints of an SDRAM. In addition, the execution of transactions by a mem-

ory controller using particular mechanisms is captured by creating the appropriate mode

sequences, which specify the �ring order of modes, and hence the order of commands. To
create a mode sequence for executing a transaction with speci�c size, type, and physical
address, we �rstly create a mode sequence per bank, and then combine these per-bank
mode sequences for the transaction according to its required banks.

Take the scheduling algorithm (i.e., Algorithm 2) of dynamic command scheduling
as an example. We show next how mode sequences are created for it. The dynamic
command scheduling is discussed in Section 3.3, where a transaction interleaves over BI
banks and there are BC data bursts per bank. This requires commands to be scheduled
to all BI banks, where each of them receives an ACT, followed by BC number of RD
or WR commands and �nally a PRE (see Figure 2.8). Therefore, the mode sequence for
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each bank must be an ACT mode, BC times of RD or WR mode and a PRE mode. This is
given by De�nition 14 that de�nes the mode sequence ms(k, BC) for an arbitrary bank
k (∀k ∈ [0, 7]). As shown in Figure 5.8, Mode_k captures the ACT command to bank k

and the mode for the PRE command to the same bank is Mode_(k+8). The mode number
for the BC number of RD orWR commands is Mode_16 or Mode_17, as given by Eq. (5.1).

De�nition 14 (Mode sequence per bank). For ∀k ∈ [0, 7] and ∀l ∈ [0,BC − 1], ms(k, BC)

= [Mode_k, RW0, ..., RWl, ..., RWBC-1, Mode_(k+8)].

RWl =



Mode_16, RD command

Mode_17, WR command
(5.1)

For an arbitrary transaction Ti (∀i ≥ 0) that uses BIi and BCi, its corresponding mode
sequence MS(Ti) is given by De�nition 15, which is a sequential combination of the BIi

number of mode sequences per bank.

De�nition 15 (Mode sequence per transaction). For ∀i ≥ 0 and ∀j ∈ [0,BIi − 1], MS(Ti)

= [ms(bs, BCi), ..., ms(bs+j, BCi), ..., ms(bs+BIi − 1, BCi)], where bs is the starting bank of

Ti.

For example, a read transaction has BI=2 and BC=1, and its starting bank is Bank 0, i.e.,
bs=0. The mode sequences for the two banks Bank 0 and Bank 1 are [Mode_0, Mode_16,
Mode_8] and [Mode_1, Mode_16, Mode_9], respectively. Therefore, the mode sequence
for the transaction is the combination of these two mode sequences per bank, which is
[Mode_0, Mode_16, Mode_8, Mode_1, Mode_16, Mode_9]. Note that the mode sequence
is only used by the MC to trigger di�erent modes sequentially, while the actual �rings
of the command actors may occur in a di�erent order, since the �rings rely on the
dependencies between actors. Therefore, this enables command scheduling pipelining.

5.3.2.2 General Tunnels

The tunnels of the MCDF model, previously shown in Figure 5.8, are used to support
the transitions between modes, and they need multiple data inputs and data outputs.
For example, tRCD is the timing constraint from an ACT to a RD or WR command
to the same bank. So, the RCD tunnel has to support transition from one of the ACT
modes (i.e., Mode_0 to Mode_7) to either Mode_16 or Mode_17 corresponding to RD

or WR commands. As a result, the basic tunnel shown in Figure 5.2 has to be extended,
since it only has a single data input and output. We generalize these tunnels to an M×N

tunnel that has M data inputs and N data outputs, as depicted in Figure 5.9. In addition,
it consists of a single internal token. This generic tunnel is instantiated to support all the
tunnels in Figure 5.8 except the FAW tunnel that captures the tFAW constraint to restrict
the scheduling of at most fourACT commands within the time window. A single internal
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Figure 5.9: A generic mode tunnel with M inputs and N outputs.

token cannot support tFAW. The FAW tunnel is designed with a cascade structure of four
internal tokens, as shown in Figure 5.10.

The generic tunnel presented in Figure 5.9 consists of a switch and a select, and the
edge between them has an initial token (i.e., internal state). The switch has 18 inputs
while the select contains 18 outputs corresponding to all the 18 modes in the MCDF
model. For an arbitrary input/output of the select/switch m (∀m ∈ [0, 17]), the corre-
sponding mode is Mode_m in Figure 5.8. The tunnel is instantiated to support M data
inputs and N data outputs, where ∀M,N ∈ [1, 18]. It also has one control input that de-
livers control tokens sent by the MC to the switch and select. The M inputs correspond
to the modes from Mode_i to Mode_(i+M-1), while the N outputs are associated with
Mode_j to Mode_(j+N -1), where ∀i ∈ [0, 18 −M ] and ∀j ∈ [0, 18 −N ].

Each data input of the generic tunnel �rstly connects to an actor with 0 execution
time, called merger (MEG), and it consumes both the input data token and the internal
token and produces the same data token. Note that the internal token is forwarded by
the switch (see Figure 5.9). The token produced by the MEG is consumed by the select
when the control token indicates the mode corresponding to this data input, and the
select produces the same token that becomes the new internal token. In this way, the
internal state is updated. For a data output of the generic tunnel in Figure 5.9, the output
token is provided by an actor, namely splitter (SPL) that is connected by the output of
the switch corresponding to the same mode as the data output. The execution time of a
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SPL is 0. The output of the switch forwards the internal token to the SPL that produces
the data output token and also returns it to the internal state via the select.

The select and switch of a tunnel �re by consuming both the input token and the
control token. They may receive a control token that is not associated with any data
input or output of the tunnel, since the MC produces each control token for all select
and switch actors. A default actor (DEF) with the mode indicated by this control token
is used to connect the output of the switch to the input of the select, which correspond
to the same mode. The execution time of DEF is 0. The DEF enables both the switch and
select to consume the control tokens not associated with the M inputs and N outputs.

We proceed by introducing the connections of the M data inputs and the N data out-
puts. For an arbitrary data input k (∀k ∈ [0,M− 1]) with the corresponding Mode_(i+k),
it connects to a MEG that further connects to the (i + k)th input of the select in Fig-
ure 5.9. An output of the select connects to a SPL that connects to an arbitrary data
output h (∀h ∈ [0,N − 1]) corresponding to Mode_(j+h). If ∃h such that j+h = i+k (i.e.,
the same mode), an output of the SPL connects to the input of the MEG. Otherwise, the
(i + k)th output of the switch connects to the input of the MEG. In addition, one of the
outputs of the SPL goes back to the (j + h)th input of the select.

5.3.2.3 Cascade FAW Tunnel

The FAW tunnel in Figure 5.8 captures the tFAW constraint (in Table 2.1) that allows
maximally 4ACT commands to be scheduled within the rolling time window. It supports
any transitions amongst Mode_0 to Mode_7. As a result, the FAW tunnel consists of 8
data inputs and 8 data outputs, which connect Mode_0 to Mode_7. Note that we cannot
simply add four internal tokens to the generic tunnel in Figure 5.9 to support tFAW. It
is because all the four internal tokens may be consumed when the modes indicated by
control tokens are not between Mode_0 to Mode_7, which correspond to the scheduling
of ACT commands. Therefore, when a control token for a mode between Mode_0 to
Mode_7 arrives, it cannot be consumed by the select since the four internal tokens have
already been consumed. To overcome this problem, a cascade tunnel with four pairs of
select and switch is designed, as shown in Figure 5.10, where the internal state of each
pair contains an initial token. These four initial tokens allow at most 4 di�erent ACT
modes execute within the tFAW time window. When one of them is triggered, an initial
token of the FAW tunnel is consumed by its ACT command actor and a new token will
be produced by its DL actor with the execution time of tFAW. This new token goes to
one of the data inputs of the FAW tunnel to update the internal state.

The execution of an ACT mode requires one internal token of the FAW tunnel (see
Figure 5.8). After tFAW cycles, the FAW DL actor of the ACT mode produces a token
to update the internal state, such that new ACT mode can be triggered. The four initial
tokens of the FAW tunnel are able to trigger four ACT modes, while the �fth one has to
wait for an internal token that is updated by the �rst ACT mode after tFAW cycles. In
this way, the rolling tFAW constraint is captured. When the FAW tunnel receives control
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Figure 5.10: A cascade tunnel structure to support multiple initial tokens for a speci�c set of
modes.

tokens for modes from Mode 8 to Mode 17, they are consumed by each pair of switch
and select through the default connection, i.e., the edge with a DEF actor, as shown in
Figure 5.10. Note that an internal token can be transferred to the next pair of select and
switch or the data output of the FAW tunnel only if a control token for Mode 0 to Mode 7
is received. So, the �ring of an ACT mode either gets an internal token or waits for the
update of the internal state when the tFAW constraint is met.

The tunnels previously discussed in Section 5.3.2.2 and Section 5.3.2.3 are composed
of normal actors, switch and select, as shown in Figure 5.9 and Figure 5.10. It is time-
consuming when manually specifying all the tunnels in the MCDF model shown in Fig-
ure 5.8. As a part of this work, a tool is developed to automatically decompose a tunnel to
normal actors, switch, and select, which are connected by relevant edges. Consequently,
a MCDF graph can be easily described with nodes and edges, where each tunnel is rep-
resented by a node. The MCDF graph is then decomposed by the tool into a graph with
only normal actors, switch, and select.

5.4 worst-case bandwidth

Bandwidth is de�ned by De�nition 10 to be the long-term data transferring rate of exe-
cuting transactions. The lower bound on the worst-case (minimum) bandwidth (WCBW)
has been computed based on the worst-case execution time of an individual transaction,
as given in Section 4.6. However, this bound is pessimistic, because it cannot exploit
the pipelining between transactions. This section analyzes the WCBW bound using the
MCDF analysis technique [68], which essentially transfers the MCDF model with the
speci�c mode sequences to equivalent SRDF model, as brie�y introduced in Section 5.2.2.
Note that the analysis of an SRDF model is algorithmically easy. The typical analyses of
data�ow models provide the MCM (tokens/second) of iteratively executing the graphs.
Instead, we use worst-case bandwidth (bytes/second) to de�ne the critical cycle path
of executing the MCDF graph, resulting in a WCBW bound rather than the typical
MCM. Note that MCM is de�ned as the maximum of the total execution time of the
critical cycle divided by the total number of initial tokens on the critical cycle. Hence,



108 mode-controlled dataflow (mcdf) modeling of run-dmc

the minimum throughput (transactions per second) of the memory controller is 1/MCM.
However, the minimum throughput is not always equivalent to the WCBW (bytes/sec-
ond). For example, the critical cycle can be obtained based on large transactions that
consume more time than small ones, but carry more data. Since the critical cycle can be
repeated for an in�nitely long time, i.e., executing an in�nite number of transactions,
the obtained WCBW bound is obtained exploiting the pipelining between a sequence
of transactions. In addition, it is the bound on the long-term worst-case bandwidth.

The proposed MCDF model can capture the command scheduling behavior of the
memory controller by specifying static mode sequences (SMSs) for all kinds of transac-
tions in terms of read or write, sizes and di�erent sets of banks. To analyze the WCBW of
[SMS1 | SMS2 | ... | SMSNS ]∗ by using the analysis technique introduced in Section 5.2.2,
the key issue is to obtain all these NS number of SMSs.

De�nition 15 previously de�ned the method to derive the mode sequence for a trans-
action, which requires information about the transaction type, size, and physical address.
The type determines whether RD or WR commands are needed, and hence the corre-
sponding Mode_16 or Mode_17 in Figure 5.8. The size is mapped to BI and BC, while
the physical address gives the starting bank (bs). For example, when a system only gen-
erates 64-byte read and write transactions, e.g., the L2 cache line size is 64 bytes for
all cores, the most e�cient con�guration of BI=4 and BC=1 is used to access a DDR3
SDRAM with a 16-bit data bus [39]. Since DDR3 SDRAMs have 8 banks, the transactions
may either interleave consecutively over Bank 0 to Bank 3 or Bank 4 to Bank 7 for align-
ment reasons [39]. Therefore, four SMSs ([SMS1 | SMS2 | SMS3 | SMS4]∗) are needed, two
for reads and write, respectively, to each possible starting bank. Take a read transaction
interleaving over Bank 0 to Bank 3 as an example. The SMS1 is [Mode_0, Mode_16,
Mode_8, Mode_1, Mode_16, Mode_9, Mode_2, Mode_16, Mode_10, Mode_3, Mode_16,
Mode_11]. Similarly, the rest of the SMSs can be obtained. When a static transaction
sequence is known, e.g., by using a TDM arbiter in the front-end (c.f., Section 3.2.2),
a larger SMS can be obtained by sequentially concatenating the SMS of each transac-
tion with the sequence. The WCBW is hence analyzed based on the combined SMS that
guarantees the static transaction sequence. Note that a tool is developed to automati-
cally generate all the mode sequences for transactions served in speci�ed orders.

As introduced in Section 5.2.2, the analysis of the MCDF model is performed by
merging the equivalent static data�ow graphs of each SMS, resulting in a larger static
data�ow graph that captures the dependencies of executing [SMS1 | SMS2 | ... | SMSNS ]∗.
The critical cycle de�ned by the MCM is obtained when executing the merged static
data�ow graph, and it consists of a number of actors belonging to a single mode or dif-
ferent modes, which are speci�ed in one or more SMS(s). As a result, these SMSs lead
to the worst-case situation, i.e., the corresponding transactions experience a maximum
average time (i.e., MCM) to execute each of them. It is worth noting that these critical
transactions are automatically obtained from the analysis of the MCDF model, while
the formal analysis approach in Chapter 4 is unable to manually �gure them out.
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According to De�nition 10, the bandwidth of the memory controller depends on the
sizes of the transactions and their execution times. The critical cycle of the merged static
data�ow graph must be de�ned as the cycle that provides WCBW rather than MCM.
Similarly to the de�nition of MCM, the WCBW ( ˆbw) is de�ned by Eq. (5.2). For every
cycle C of the MCDF graph G, the total execution time of the actors on C is denoted
by |C|, while the total number of initial tokens (or delays) on the edges of C is ω(C).
In addition, the total number of SMSs associated with C is NS(C). Each SMS is used by
a transaction and its size is Si (∀i ∈ [1,NS(C)]). However, it is not guaranteed that the
Heracles analysis tool [79] of MCDF model can handle the WCBW de�ned by Eq. (5.2),
since both ω (C) and Si vary with C. As a result, we simply assume ω (C) = 1, such
that conservative WCBW can be provided by Heracles, which will be later used in our
experiments.

ˆbw = min
∀C∈G

ω (C) ×
∑NS (C )

i=1 Si

|C|
× f

mem
× eref (5.2)

The WCBW given by Eq. (5.2) is a new notion for de�ning the critical cycle of the
merged static data�ow graph to provide the WCBW. We can extract the worst-case order
of transactions from the critical cycle, which can be used to design better scheduling
algorithms to eliminate this bottleneck and obtain a better WCBW bound.

5.5 experimental results

This section proceeds by experimentally showing the WCBW of a dynamically sched-
uled memory controller, analyzed based on the proposed MCDF model. The experimen-
tal setup is given, followed by validating the MCDF model for �xed transaction size
and variable sizes, respectively. The results are compared to state-of-the-art analysis
approaches.

5.5.1 Experimental Setup

The proposed MCDF model has been veri�ed and analyzed with Heracles [79], a tempo-
rary analysis tool developed at Ericsson. It runs on a 64-bit Ubuntu 14.04.3 LTS system
with 8 Intel(R) Core(TM) i7 CPUs running at 1.6 GHz and with 24 GB RAM. We use sim-
ilar experimental setups as previously in Chapter 3 and Chapter 4. The transaction sizes
used by the experiments include 16 bytes, 32 bytes, 64 bytes, 128 bytes, and 256 bytes.
We have chosen the memory map con�guration (i.e., BI and BC) for each size that pro-
vides the lowest execution time (i.e., higher memory bandwidth) by interleaving over
more banks to exploit bank parallelism. The con�gured (BI, BC) for these transaction
sizes are hence (1, 1), (2, 1), (4, 1), (4, 2), and (4, 4) [39]. Note that (4, 2) and (4, 4) are
used by 128 Byte and 256 Byte transactions instead of (8, 1) and (8, 2), because of tFAW
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that causes a larger execution time with BI=8. We do not specify the number of re-
questors in the front-end of Run-DMC, since the total bandwidth is determined by the
execution of transactions in the back-end. The allocation of bandwidth per requestor
depends on the arbitration in the front-end and is not a main concern throughout this
thesis. Experiments have been done with JEDEC-compliant, DDR3-800D, DDR3-1600G,
and DDR3-2133K, all with interface widths of 16 bit and a capacity of 2 Gb [53].

5.5.2 Validation of MCDF Model

This experiment validates that the proposed MCDF model conservatively captures the
command scheduling behavior of a dynamically scheduled memory controller. This is
achieved by comparing the scheduling time of each command obtained by executing
the MCDF model to that given by the open-source scheduling tool RTMemController

previously presented in Section 4.7, which implements the timing behavior of Run-DMC.
First, we have to �nd the proper number of initial tokens on the feedback edge of the
MCDF model in Figure 5.8. This is achieved by experimentally increasing the initial
tokens until the feedback edge cannot dominate in any command scheduling. This is
achieved by simulating the MCDF graph for the given SMSs. In addition, the feedback
edge is also ensured to exclude from the critical cycle. This is achieved by manually
increasing the number of initial tokens until the feedback edge is not included in the
critical cycle. The experimental results show that 20 initial tokens are enough for DDR3
SDRAMs and they are used by the following experiments. This experimental method is
a quick, safe, and easy way to derive the proper number of initial tokens, such that the
proposed MCDF model accurately captures the command scheduling of the memory
controller. For new memory devices, we can derive the proper number of initial tokens
on the feedback edge in the same way.

The �ve transaction sizes have been tested by specifying all possible mode sequences.
The MCDF model executes every mode sequence independently during 40,000 cycles
and all the command scheduling times are obtained. This experiment repeats the mode
sequence, i.e., simulates the execution of the same transactions using the scheduling
tool. Note that we also apply the collision assumption for each ACT command to the
scheduling tool, such that it runs under the same assumption as the MCDF model. The
scheduling times given by these two approaches are identical for all commands. This
observation also holds for other experiments, where we have mixed the mode sequences
corresponding to di�erent transactions in terms of di�erent sizes, read or write, and
di�erent banks. We hence conclude that the proposed MCDFmodel conservatively captures

the timing behavior of the memory controller.
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5.5.3 Worst-Case Bandwidth

This section presents the WCBW given by the analysis of the MCDF model. The re-
sults are also compared to those given by the scheduled and analytical approaches of
dynamic command scheduling in Chapter 4 and the semi-static approach in [3]. Those
approaches compute the WCBW based on their WCET of transactions. Remember that
the collisions forACT commands are actually detected by the scheduled approach, while
collisions are always assumed by the analytical approach. The semi-static approach uses
pre-computed command schedules with �xed lengths in cycles, and the WCBW is ob-
tained based on them.

5.5.3.1 Fixed Transaction Size

This experiment is carried out to evaluate the WCBW provided by the memory con-
troller when it only executes transactions with �xed size, such as when all cores have
the same cache-line size. The experiment is executed for �ve di�erent cache-line sizes
of 16 bytes, 32 bytes, 64 bytes, 128 bytes, and 256 bytes with di�erent memory map
con�gurations, respectively.

Figure 5.11 gives the WCBW results obtained from the MCDF model. They are com-
pared to that given by the analytical, scheduled, and semi-static approaches, respec-
tively. We can observe that 1) the MCDF model always outperforms the analytical ap-
proach, where the maximum improvement is 22.0% for 64 byte transactions and the av-
erage improvement reaches 6.3% for all the sizes. The improvement is achieved because
the MCDF analysis technique provides WCBW results without assuming the worst-case
initial bank states that are needed by the analytical approach. 2) It is also better than the
scheduled approach with a single exception for 16 bytes, where it is 2.4% less. The reason
is that the MCDF model only conservatively assumes a collision per ACT command. In
contrast, the scheduled approach has to assume the worst-case initial bank states, lead-
ing to pessimistic WCBW bounds. However, it can actually detect the collisions for ACT
commands. As a result, the scheduled approach provides slightly better bound for 16-
byte transactions, which only use a bank and there is no collision for the ACT command
in the worst-case situation. 3) This exception also applies when comparing to the semi-
static approach that statically resolves command collisions at design time. However, for
large transaction sizes (e.g., 256 bytes), the MCDF model provides higher WCBW. The
reason is that the semi-static approach uses pre-computed static command schedules,
which have to be repeatedly used for transactions, resulting in ine�cient pipelining of
ACT commands across transactions. In contrast, the dynamically-scheduled memory
controller e�ciently hides the latency of issuing ACT commands in pipelining with
large number of RD or WR commands of large transactions. These observations also
hold for other DDR3 SDRAMs, although the results are not shown for brevity.
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Figure 5.11: The WCBW given by di�erent analysis approaches for DDR3-1600G SDRAM with
�xed transaction size.

5.5.3.2 Variable Transaction Sizes

In this experiment, the memory controller receives transactions with variable sizes,
which are generated by di�erent requestors in a heterogeneous system, such as a High-
De�nition video and graphics processing system featuring a CPU, hardware accelera-
tors and peripherals with variable transaction sizes [31]. If there is no static information
about the transactions, e.g., the execution order of di�erent transaction sizes, we have
to conservatively analyze the WCBW results by assuming any possible transaction or-
der. However, when requestors with di�erent transaction sizes are served by an arbiter
using static schedules, such as the time-division multiplexing (TDM) proposed in Chap-
ter 3, the static order of transactions with variable sizes is known. This static order of
transaction sizes can be exploited to give less pessimistic (but still conservative) WCBW
results.

This experiment considers mixed transactions with sizes of 64 bytes and 128 bytes,
arriving at the memory controller with statically known or unknown order, respectively.
The static order used in this experiment is that a 128 byte transaction is always followed
by a 64 byte transaction and they are alternately executed by the memory controller. For
instance, this can be enforced by the TDM arbiter in Chapter 3. For unknown transac-
tion order, transactions with these two sizes may be executed in any possible order.
Figure 5.12 shows the WCBW results for DDR3-1600G SDRAM given by di�erent anal-
ysis approaches. We can see that the WCBW given by the MCDF model is always better
than other approaches for both known and unknown transaction order. This indicates
that the MCDF model outperforms these existing approaches because the scheduled



5.5 experimental results 113

Analytical Scheduled semi-static MCDF
0

200

400

600

800

1000

1200

1400

1600

1800

W
or

st
-C

as
e 

B
an

dw
id

th
 (M

B
/s

)
transaction order (unknown)
transaction order (known)

Figure 5.12: The WCBW given by di�erent analysis approaches for DDR3-1600G SDRAM with
known/unknown static order of variable transaction sizes.

and analytical approaches use conservative assumptions while the semi-static approach
cannot e�ciently deal with variable transaction sizes. The maximum improvement is
14% compared to the analytical approach with known transaction order. The average
improvement is around 10.1% and 4.4% for known and unknown transaction order, re-
spectively, when comparing to all these approaches. These observations also hold for
other DDR3 SDRAMs.

Another experiment compares the WCBW results with known and unknown trans-
action order. They are analyzed by the MCDF model when applied to di�erent DDR3
SDRAMs. The results are shown in Figure 5.13, which demonstrate that much better
WCBW is consistently obtained by exploiting the static order of transactions. It achieves
maximally 77.2% improvement of WCBW for DDR3-800D SDRAM, while the average
improvement is 63.2% for these three tested memories.

Besides these WCBW results provided by the MCDF model, we can also obtain the
worst-case situation that causes the WCBW from the critical cycle. Take DDR3-800D as
an example, without knowing the static order of 64-byte and 128-byte transactions, the
WCBW is provided when the memory controller repeatedly executes the transaction in
the order of a 128 byte read, 64 byte write, 128 byte write, and 64 byte write. In addition,
all these transactions access the same set of consecutive banks from bank 0 to bank 3.
When scheduling decision is made to avoid this transaction order, better WCBW can be
obtained.
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Figure 5.13: The WCBW achieved by MCDF model for DDR3 SDRAMs with known/unknown
static order of variable transaction sizes.

5.6 summary

The worst-case memory bandwidth is critical to satisfy the requirements of memory-
intensive real-time streaming applications in modern multi-core systems. This chapter
introduces a new mode-controlled data�ow (MCDF) model to capture the scheduling de-
pendencies of commands due to the JEDEC-speci�ed timing constraints. The command
scheduling algorithm of Run-DMC in Chapter 3 is modeled by specifying the mode se-
quences corresponding to transactions with di�erent types, sizes, and addresses. Finally,
the worst-case bandwidth (WCBW) is analyzed using an existing analysis technique,
where a new notion (i.e., the WCBW) of the critical cycle is introduced for iteratively
executing the MCDF graph.

The advantages of the proposed MCDF model are that: 1) the proposed MCDF model
is general for DDR3 SDRAMs, and it is also easy to adapt to other SDRAMs, e.g., DDR4.
2) The MCDF model supports other memory controllers using di�erent command sche-
duling algorithms by creating the corresponding mode sequences. The analysis is achieved
by automatically using existing tools. 3) Moreover, the proposed MCDF model can eas-
ily exploit the static order of di�erent transaction sizes based on the TDM arbitration
of Run-DMC in Chapter 3. This is achieved by creating the speci�c mode sequences
capturing the static order. As a result, much better WCBW results are obtained com-
pared to the case with unknown order. 4) The analysis of the MCDF model provides the
WCBW bounds based on the critical cycle of iteratively executing the MCDF graph. The
critical cycle corresponds to a sequence of transactions, where the pipelining between
them is exploited. As discussed in Section 4.6, the exploitation of pipelining is di�cult
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for the formal analysis approach. Moreover, the critical cycle can be repeated in�nitely,
resulting in a long-term lower bound on WCBW. 5) It also provides information about
how transactions are executed/scheduled in the worst case, because the critical cycle
corresponds to a sequence of transactions. This static information is useful for making
a scheduling decision to avoid the worst-case transaction sequence, such that better
WCBW is obtained. 6) Experiments have been carried out to validate the MCDF model
using the open-source tool RTMemController given in Section 4.7. The experimental
results demonstrate that the MCDF model outperforms the scheduled and analytical ap-
proaches given in Chapter 4 and also the semi-static approach [3]. Finally, it provides
larger/tighter bounds on WCBW.

The proposed MCDF model has the limitations that 1) existing analysis technique of
the data�ow model cannot accept the unpredictable collisions on the command bus. As
a result, the data�ow model conservatively assumes that each ACT command collides
with a RD/WR command, resulting in pessimism in the worst-case results. 2) It is capable
of providing the long-term WCBW bounds. However, it is di�cult to derive the worst-
case execution/response time of individual transactions. The reason is that the analysis
technique of MCDF models computes the worst-case latency based on a stable reference
actor of executing the MCDF graph [68, 90]. However, it is di�cult to �nd the reference
actor when executing the proposed MCDF model for dynamic command scheduling.
As a result, the existing analysis technique must be extended to deal with latency (e.g.,
WCET, WCRT) aspects of dynamic command scheduling.





6
T I M E D A U T O M ATA ( TA ) M O D E L I N G O F R U N - D M C

This chapter continues the modeling of real-time memory controllers, where the worst-
case bounds on the response time (WCRT) of transactions and the bandwidth (WCBW)
can be derived using existing techniques to automatically analyze the model. Chapter 4
presented a formal analysis approach to derive the bounds on WCRT and WCBW based
on analyzing each individual transaction executed by the dynamically-scheduled mem-
ory controller Run-DMC. However, it is a approach with complex manual proofs and
the bounds are pessimistic because of the collision assumption for each ACT command
and the initial bank states obtained from as-late-as-possible (ALAP) command schedu-
ling. Moreover, the formal analysis approach cannot be easily adapted to memory con-
troller with di�erent mechanisms. Chapter 5 previously introduced a mode-controlled
data�ow (MCDF) model of Run-DMC, and the worst-case bandwidth (WCBW) bounds
have been analyzed. However, the MCDF model has two limitations, where i) it also as-
sumes a collision for each ACT command, resulting in pessimistic WCBW bounds, and
ii) it is only capable of providing the bounds on WCBW rather than WCRT. Moreover,
the MCDF model cannot be directly integrated into a system model, such as the data�ow
formalization [80] of streaming applications running on a multi-processor system-on-
chip (CompSOC) [35]. The reason is that the MCDF model of Run-DMC interacts with
other resources (e.g., NoC, SRAM, DMA, and processor) in the system by specifying
static mode sequences (SMS). However, the behavior of these resource may not be accu-
rately captured by static mode sequences. To overcome these limitations of the formal
analysis approach and the mode-controlled data�ow model, this chapter proceeds by
modeling Run-DMC using Timed Automata, where model checking is applied for anal-
ysis.

Timed automata (TA) are a theory for modeling and veri�cation of real-time sys-
tems [15]. A timed automaton is essentially a non-deterministic �nite-state machine
extended with real-valued variables that model the logical clocks in the system. There-
fore, the timing behavior of a hardware resource can be described by a timed automaton
represented by a graph containing a �nite set of nodes or locations and a �nite set of
labeled edges. Our TA model is modular and accurately captures the behavior of Run-
DMC. It models the behavior of each functional component of Run-DMC or the timing
constraints of DDR3 SDRAM device with an automaton. Our TA model does not employ
any simplifying abstractions as the formal analysis in Chapter 4 and the MCDF model
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in Chapter 5, resulting in tighter worst-case bounds. The highlights of the TA model
include: 1) a modular publicly available TA model

1
of the DDR3 SDRAM device and the

memory controller. The former captures all SDRAM timing constraints, while the latter
models the timing behavior of the memory controller architecture. The TA model can be
easily extended or reused for di�erent memory controllers or di�erent DDR3 SDRAM
devices. 2) We validate our TAmodel with the open-source RTMemController tool [70], pre-
viously introduced in Section 4.7. We execute random transaction traces with around
1200 commands using both the TA model and RTMemController, resulting in identical

scheduling times of each command. This gives evidence that our TA model accurately
captures the command timings of the memory controller with dynamic command sche-
duling. 3) The bounds on worst-case response time and worst-case bandwidth are derived
by verifying properties of the TA model with the Uppaal model checker [13]. Uppaal
provides diagnostic traces that lead to the worst-case bounds. Executing these traces
with the cycle-accurate simulator provides identical WCRT and WCBW results as Up-
paal, which speaks for the accuracy of our model. 4) Finally, the proposed TA analysis
of Run-DMC reduce the WCRT bound by up to 20% and improve the WCBW bound by
up to 25% compared to the analytical and scheduled approaches in Chapter 4 and the
MCDF model in Chapter 5. The average improvements of the bounds on WCRT and
WCBW are 7.7% and 13.6%, respectively.

In the remainder of this chapter, the background of TA is given in Section 6.1. Sec-
tion 6.2 presents our TA model of the memory controller with dynamic command sche-
duling. Section 6.3 shows how the WCRT and WCBW bounds can be derived by verify-
ing properties of the TA model. We then review related work in Section 6.4 before the
experiments in Section 6.5. Finally, we conclude in Section 6.6.

6.1 background of timed automata

Timed Automata (TA) are a formal way of modeling and reasoning about the behavior
of timed systems. They have been successfully used for a variety of tasks, such as con-
formance testing of automatic implementation of systems via code synthesis [62], and
quantitative analysis of timed systems via model checking through explicit state space
exploration [81]. TA essentially model a timed system based on non-deterministic state
machines extended with variables. The logical clocks in the system are captured by vari-
ables, which synchronously increase. A timed automaton is described by a graph, where
its nodes or locations represent the states and the edges between locations capture the
transitions between states based on the conditions denoted by labels on the edges.

The Uppaal toolbox [13] implements TA as �nite state machines extended with clocks
and variables. Uppaal models a system as a network of several TA in parallel. States are
denoted by locations. In this sense, a state of a TA is a set of active locations and a value
for each clock and variable. Figure 6.1 (a) shows a TA that periodically produces memory

1 The TA model of Run-DMC is publicly available at http://www.es.ele.tue.nl/rtmemcontroller/TA.zip
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(a) (b)

Figure 6.1: A Timed Automata model of producing and consuming transactions.

transactions. It consists of an initial location (Init), and two other locations labeled Timer
and Prod that are used to guard a minimal time between any two successive memory
transactions of 10 cycles.

An edge connecting two locations can be traversed only if its guard evaluates to true.
For example, the edge from location Timer to location Prod in Figure 6.1 (a) is traversed
when the guard clk == 10 becomes true. Similarly, locations have invariants that have
to be true while the location is marked active. Otherwise, the TA cannot reside in this
location. As shown in Figure 6.1 (a), the invariant clk ≤ 10 of location Timer guarantees
that the clock variable clk does not exceed 10 when location Timer is marked active. All
clocks in the TA are real-valued and increase their value at the same rate. Clocks and
variables can only be inspected and reset upon the traversal of an edge. In our model
clocks are only reset to 0 or 1.

In this chapter, we heavily exploit the concepts of urgent and committed locations
o�ered by Uppaal. Urgent locations are marked with U and committed locations are
marked with C. For example, location Prod in Figure 6.1 (a) is a committed location.
Urgent and committed locations need to be left without time progress, i.e, clocks do not
progress when urgent or committed locations are marked active. Contrary to urgent
locations, any of the active committed location has to be left immediately on the next
transition. This gives their outgoing edges a higher priority and thereby reduces the
non-determinism in the model. As a result, using committed locations greatly reduces
the state space for model checking.

In networks of TA, the component TA interact via shared variables and synchroniza-
tion labels. The communication through synchronization labels is realized as a synchro-
nized edge traversal of a sending edge (label with !) and receiving edge (label with ?).
This atomic step includes the manipulation of associated variables and reset of associ-
ated clocks. Updates on sending edges are performed before the receiving edges. Since
pairs of sending and receiving edges that synchronize are selected non-deterministically,
all synchronization pairs emanating from active locations need to be generated when
analyzing a TA. Besides binary synchronization, Uppaal also features 1:n synchroniza-
tion for modeling broadcasts. Please refer to the Uppaal manual [13] for more details.

The originally in�nite transition system generated from a network of TA can be re-
duced to a �nite quotient system. Instead of tracking individual values of clocks, the
domain of each clock is partitioned into �nitely many intervals, denoted as clock re-
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gions or their conjunction denoted as clock zones. Therefore, timed reachability queries
formulated in a temporary logic, e.g., Timed CTL can be veri�ed with a TA in a �nite
number of steps, as only �nitely many combinations of clock regions need to be tra-
versed. However, this number can be huge in practice.

6.2 modular ta model of run-dmc

This section presents the TA model of the real-time memory controller with dynamic
command scheduling, i.e., Run-DMC introduced in Chapter 3. A high-level overview of
the model is shown, followed by introducing an intuitive model in Section 6.2.2 and an
optimized model in Section 6.2.3, respectively. The former is easy to understand. How-
ever, it consists of too many locations, clocks, variables, and synchronizations, resulting
in a large state space to be explored. Therefore, the latter simpli�es the intuitive model
using optimizations observed from the SDRAM timing constraints. These two TA mod-
els are available as open-source software on-line [73].

6.2.1 An Overview of the TA Model

A memory controller arbitrates between requestors. The selected transaction from a re-
questor is executed by dynamically scheduling its commands to consecutive banks of
the SDRAM. To capture the behavior of the memory controller, we model the compo-
nents shown in Figure 3.1, including the source of memory tra�c, the TDM arbiter in
the front-end, and the back-end including the memory mapping, command scheduler,
and timing-constraint counters.

Figure 6.2 presents the components in our TA model of the RT memory controller to-
gether with their communication dependencies. Each of the components in Figure 6.2
is implemented by its own template TA. Communication between them is realized by
synchronization labels. Our TA model: 1) Accurately describes the functionalities of the
memory controller, without any simplifying over-approximations, cf. Section 6.4. This is
a key to derive tight WCRT and WCBW bounds. 2) Scalably models transactions with
di�erent sizes and starting banks, in the sense that the size of the model is independent
of the number of sizes and starting banks. 3) Is modular, i.e., each memory-controller
component is modeled by a corresponding TA. Since memory controllers have common
components, e.g., the timing constraint counters and command bus, the corresponding
TA can be reused when modeling other memory controllers. 4) Is easily adapted to dif-
ferent memory generations (e.g., DDR3 and LPDDR3) by replacing the timing constraint
values for the speci�c memory device [39].

The Source in Figure 6.2 generates read and write transactions for the requestors shar-
ing a bus with a TDM arbiter (i.e., TDM Bus) that decides which memory requestor is
served. TDM Bus also speci�es the transaction size corresponding to the requestor and
sends it to the back-end via the TDMArb synchronization label. As previously stated
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Figure 6.2: Abstracted overview of TA model for the dynamically-scheduled memory controller
Run-DMC.

in Section 3.3.1, to capture the pipelining between successive transactions, the back-
end accepts the next transaction when all ACT commands of the current transaction
are scheduled [69, 72]. This is accurately captured by the Source that generates a new
transaction when it is noti�ed by the ACT Scheduler in the back-end via the NextTrans
synchronization label. Note that this Source component makes the memory controller
busy, i.e., there is always a transaction ready when the back-end can accept a new trans-
action. This ensures that each requestor has pending transactions to be executed within
its allocated slots [72]. This results in maximum interference between requestors, lead-
ing to the worst-case scenario. Remember that the work-conserving TDM arbitration
previously stated in Section 3.2.2 skips idle slots rather than reallocates them. As a re-
sult, a transaction experiences the worst-case response time when all other requestors
have pending transactions.

The Memory Mapping in Figure 6.2 speci�es the BI, BC and the starting bank ad-
dress (BS) for a transaction sent by the TDM Bus through the TDMArb synchronization
label. These parameters are required by the ACT Scheduler and RW Scheduler, which ac-
curately capture the dynamic command scheduling algorithm in Section 3.3.2 for ACT
and RD/WR commands, respectively. In particular, the ACT Scheduler issues an ACT

command for the BI consecutive banks on the command bus (Cmd Bus), subject to the
timing constraints of the memory. Timing counters (TCC) are used to track these con-
straints. Since the scheduling of an ACT command has to satisfy the tRRD, tFAW, and
tRP constraints shown in Figure 2.8, the ACT Scheduler is noti�ed via the ValidRRD,
ValidFAW, and ValidRP synchronization labels when the timing constraints are satis�ed,
allowing for a new ACT command to be scheduled. Then, the ACT Scheduler synchro-
nizes with the Cmd Bus using the ACTBus label. In the same way, RD andWR commands
are scheduled by RW Scheduler according to the relevant timing constraints, e.g., tCCD,
tRCD, and the read and write switching constraint captured by RW Counter. It also syn-
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chronizes with the Cmd Bus using the RWCmd label when all these timing constraints
are satis�ed. Note that the RW Scheduler starts when NrTrans > 0, indicating there is
at least one transaction in the back-end. However, the RD/WR command is issued by
the RW Scheduler subject to the relevant timing constraints, such as the tRCD from the
ACT command to the same bank. The ACT Scheduler is triggered by Memory Mapping
through synchronization via the AddrMap label. Since the RW Scheduler and the ACT
Scheduler work in parallel, the TA model captures the pipelining between scheduling
ACT commands for the next transaction and scheduling RD or WR commands for the
current transaction.

The Cmd Bus accurately models collisions between ACT and RD or WR commands
by prioritizing the latter. As a result, the ACT command is delayed by 1 cycle when
a collision occurs. After scheduling an ACT command, the relevant timing constraint
counters are reset through broadcast synchronization using the ACTCmd label. Sim-
ilarly, the timing constraint counters related to RD and WR commands are reset via
broadcast synchronization labeled as RWCmd. Finally, the Auto-PRE describes the be-
havior of auto-precharging, which is triggered by RWCmd. These timing constraints
are explicitly shown in Table 2.1 except tRTW and tWTP, which have been de�ned by
Eq. (3.1). When the precharging of a bank is �nished, the ACT Scheduler is noti�ed
by synchronizing with the ValidRP label. Note that all the synchronizations of our TA
model are urgent, since commands are scheduled as soon as timing constraints are met.

Our TA model does not include the scheduling of refresh, which is required periodi-
cally with a relatively large time interval tREFI. The reason is that the WCRT bound of
each transaction is too pessimistic if the refresh period is included. Alternatively, the
refresh penalty can be taken into the analysis of the application rather than individual
transactions [93]. Moreover, the elimination of refresh also simpli�es the TA model and
reduces the state space for model checking. However, it is not di�cult to model the
refresh mechanism. Our model only needs to use an extra TA template to trigger the
refresh every tREFI cycles, while it also interacts with the ACT/RW scheduler, such that
the ACT, RD, and WR commands can be scheduled subject to all timing constraints.

6.2.2 Intuitive TA Model of Command Scheduling

This section introduces how to intuitively model the behavior of Run-DMC, where each
of its components and the intra-/inter-bank timing constraints is described by an au-
tomaton. The intuitive model is shown in Figure 6.3 and its system declaration in Up-
paal is given in Appendix B.1. Note that the system declaration speci�es the instances
of these TA templates, resulting in a TA network capturing the behavior of a speci�c
memory controller. The system declaration for the intuitive TA model is given in Ap-
pendix B.1.
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(a) Source of memory
tra�c

(b) Counter of tCCD (c) Counter of tRCD (d) Counter of tRRD

(e) TDM Bus (f) RW Switch (g) Counter of tRWTP

(h) ACT Scheduler (i) Memory Mapping

(j) Cmd Bus (k) RW Scheduler

(l) Counter of tRAS (m) Counter of tFAW (n) Precharging

Figure 6.3: The TA templates for intuitively modeling the behavior of dynamic command schedu-
ling within the Uppaal toolbox.
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6.2.2.1 Automata Templates of the Requestors and Front-End

Requestors are modeled by the Source TA, shown in Figure 6.3(a). It non-deterministically
generates an in�nite sequence of read and write transactions. Note that this Source TA
always makes the memory controller busy, leading to maximum interference between
requestors and hence resulting in the worst-case results. It generates a transaction when
the back-end of the memory controller is ready to accept the next transaction. This is
noti�ed using the label NextTrans. The type of each transaction is de�ned by the global
variable TransType, which is either READ or WRITE. The Source TA synchronizes with
the TDM Bus TA using the Trans label. Note that the TDM bus uses Algorithm 1 for
variable transaction sizes. The TDM Bus TA, shown in Figure 6.3(e), models a TDM bus
instance with, as an example, �ve requestors, each of which has one TDM slot. Note
that this TDM behaves the same as the round-robin (RR) scheme, since they have the
same worst-case behavior when each requestor has only one slot. The guard on each
edge speci�es the slot and the requestor, and the corresponding transaction size Trans-
Size is speci�ed upon the edge traversal. The TDM Bus TA then synchronizes with the
Memory Mapping TA (see Figure 6.3(i)) using the TDMArb label. Finally, only one in-
stance of the Source TA and TDM Bus TA is needed, which is declared in the system
declaration.

6.2.2.2 Automata Template of the Memory Mapping

The Memory Mapping TA in Figure 6.3(i) determines the memory mapping con�gura-
tion in terms of BI and BC based on the TransSize, while the starting bank (BS) is given
by non-deterministically selecting one outgoing edge. For each transaction size, BI and
BC are con�gured to achieve the lowest execution time [72]. Recall that BS is aligned
with BI to simplify the physical address decoding [39]. In addition, a transaction may
use multiple BS, as shown in Figure 6.3(i). The reason is that we do not specify particu-
lar memory address allocations to requestors, which are out of the scope of this thesis.
When the memory mapping is �nished, the number (i.e., NrTrans) of transactions in
the back-end is increased and command scheduling is triggered. PARQueue contains
the information (i.e., TransType, BI, BC, BS) of the active transactions, cf. Figure 3.1 and
Algorithm 2. The Memory Mapping TA is instantiated in the system declaration.

6.2.2.3 Automata Template of the ACT Scheduler

The ACT Scheduler TA, shown in Figure 6.3(h), starts scheduling ACT commands of a
transaction after synchronizing with the Memory Mapping TA through the AddrMap
label. An ACT command is scheduled to each of the BI consecutive banks, starting at
bank BS. This is achieved by repeatedly scheduling each ACT command subject to the
timing constraints tRRD, tFAW, and tRP, as given in Table 2.1. These constraints are
tracked by TA, which are illustrated in Figure 6.3(d), Figure 6.3(m) and Figure 6.3(g) for
the tRRD, tFAW, and tRP constraints, respectively. The ACT Scheduler TA waits for each
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timing constraint to be met. It advances through locations RRD, FAW, and RP when the
relevant TA indicates that timing constraint is met through the ValidRRD, ValidFAW,
and ValidRP labels, respectively. The ACT Scheduler TA and Cmd Bus TA synchronize
using the ACTBus and ACTCmd labels. The former noti�es the Cmd Bus TA to schedule
the ACT command, while the latter triggers the ACT Scheduler TA to schedule the next
ACT command once the previous one has been scheduled by the Cmd Bus TA. Finally,
we only need a single instance of the ACT Scheduler TA to schedule ACT commands
to each bank.

6.2.2.4 Automata Template of the RW Scheduler

The RW Scheduler TA, shown in Figure 6.3(k), always schedules RD or WR commands
when there are transactions in the back-end, i.e., NrTrans > 0. It works similarly to the
ACT Scheduler, where BC RD or WR commands are repeatedly scheduled in sequence
to each of the BI consecutive banks subject to the timing constraints. The relevant tim-
ing constraints are tCCD and tRCD, which are tracked by the TA shown in Figure 6.3(b)
and Figure 6.3(c), respectively. Note that the �rst RD/WR command of a transaction ad-
ditionally has to satisfy the switching timing constraint when the previous transaction
is write/read. This is identi�ed by the boolean variable RWSW that is determined by
RWSwitch() when RW Scheduler starts a new transaction. The switching timing con-
straints tRTW and tWTR are captured by TA shown in Figure 6.3(f).

When a RD/WR command is scheduled, the RW Scheduler TA synchronizes with
the Cmd Bus TA using the RWCmd label, such that collisions are resolved in the com-
mand bus. Recall that a RD or WR command has higher priority than an ACT command
that may have its timing constraints satis�ed at the same time. As explained below, the
Cmd Bus TA then ensures that the colliding ACT command is scheduled one cycle later,
thus solving the command collision. Finally, the broadcast synchronization using the
RWCmd label tells the relevant timing constraint TA to reset their counters. Note that
the RW Scheduler TA is instantiated with a single instance when being declared in the
system declaration.

6.2.2.5 Automata Templates of the Command Bus

The command bus is modeled by the TA shown in Figure 6.3(j), which detects and solves
command bus collisions. The Cmd Bus TA synchronizes with the ACT Scheduler and
RW Scheduler TA using the ACTBus and RWCmd labels, respectively. Although these
two TA run in parallel, the synchronizations labeled RWCmd and ACTBus are received
sequentially. The ACTRW and RWACT locations in Figure 6.3(j) ensure that these ac-
tions can be received in either order. This is achieved by the transitions from the Idle lo-
cation to either ACTRW or RWACT depending on the signals from the synchronization
channels labeled as ACTBus or RWCmd. After synchronizing through either a RWCmd
label or an ACTBus label, the Cmd Bus TA waits until the end of the cycle to see if
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the other synchronization arrives within this time. If so, a command collision has to be
resolved by postponing the ACT to the next cycle.

A collision is identi�ed by the Boolean variables C1RW, C1ACT, and C2ACT that
indicate the presence of a RD/WR or an ACT command within the same cycle (i.e., C1)
or in the second cycle (C2). If there is a collision, i.e., both C1RW and C1ACT are true,
the ACT has to be delayed by one cycle. When there is no collision, the ACT command
can be scheduled immediately. This includes two cases where 1) the ACT command
arrives in the second cycle (i.e., both C1RW and C2ACT are true) or 2) it arrives in the
�rst cycle when there is no RD/WR command in the same cycle, i.e., C1ACT is true while
C1RW is false. For the former, the ACT command has to be scheduled immediately by
broadcasting synchronization using the ACTCmd label, and the corresponding timing
constraint counters are reset, e.g., tRCD, tRAS, tRRD, tFAW. For the latter, it has already
waited for one cycle when broadcasting the ACTCmd label. So, theACT related counters
are reset to start counting from 1 instead of 0 as normal. This is achieved by setting the
global variable InitCount to be 1, which is the initial value for all the relevant timing
constraint counters. Since there is only one command bus, a single instance of Cmd Bus
TA is declared in the system declaration.

6.2.2.6 Automata Templates of Timing Constraint Counters and Precharging

Timing constraints are tracked by counters, where each of them counts from zero to
the JEDEC-speci�ed value [53]. For example, the timing constraint tRAS (see Table 2.1)
is modeled by the TA shown in Figure 6.3(l). It uses a clock variable tRAS, which is
initialized to InitCount (0 or 1, see the previous paragraph) after an ACT command
was scheduled, as indicated by the ACTCmd label. This counter counts to the constant
V_RAS of tRAS provided by JEDEC DDR3 standard [53]. When the timing constraint
is satis�ed, i.e., tRAS == V_RAS, it immediately synchronizes using the ValidRAS la-
bel. Other timing constraints are tracked in the same way, where tCCD, tRCD, tRRD,
tRTW /tWTR, tRWTP, and tFAW are modeled by the TA shown in Figure 6.3(b), Fig-
ure 6.3(c), Figure 6.3(d), Figure 6.3(f), Figure 6.3(g) and Figure 6.3(m), respectively.

In particular, the RW Switch TA in Figure 6.3(f) tracks both the tRTW and tWTR

timing constraint for switching between a read and a write transaction, where a single
clock variable tRW is used. It is reset when a transaction �nishes the command sche-
duling, i.e., the last RD or WR command is scheduled. As a result, the RW Switch TA is
synchronized using label RWCmd on the condition that LRWCmd is true. The boolean
variable LRWCmd becomes true when the last RD or WR command is scheduled by the
RW Scheduler TA. Note that LRWCmd is included in LastBank() in Figure 6.3(k). The
RW Switch TA chooses to wait in location RTW or WTR depending on the type of the
current transaction (see Figure 6.3(f)). As a result, both tRTW and tWTR are tracked.
Similarly, the timing constraints tRTP and tWTP are tracked by the tRWTP TA given by
Figure 6.3(g). It uses a single clock variable tRWTP and is reset when the last RD or WR

command is scheduled to a bank, i.e., BCIndex == 0. Note that BCIndex is updated by
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the RW Scheduler TA. Finally, the auto-precharging scheme is captured by a TA shown
in Figure 6.3(n). It is synchronized using the labels ValidRWTP and ValidRAS, since the
precharging of a bank is enabled when both tRWTP and tRAS are met. Moreover, the
precharging time period tRP is tracked using the clock variable tRP.

The SDRAM timing constraints are classi�ed into inter- and intra-bank. Intuitively,
an inter-bank constraint can be tracked by a single counter while an intra-bank con-
straint should be tracked by a counter per bank. For example, the intra-bank timing
constraint tRAS is captured by 8 instances of the TA shown in Figure 6.3(l), since a
DDR3 SDRAM device typically consists of 8 banks. This also applies to tRCD, tRWTP,
and tRP. For the inter-bank timing constraint tCCD, tRRD and tRTW /tWTR, only a sin-
gle instance of the corresponding TA is needed. The tFAW is captured by four instances
of the FAW TA, shown in Figure 6.3(m), such that mostly 4 ACT commands can be
scheduled within tFAW. All these instances are presented in the system declaration in
Appendix B.1. It is worth noting that di�erent memory devices can be supported by
using their timing constraint values in these counters [39].

6.2.3 Optimized TA Model of Command Scheduling

The intuitive TA model of Run-DMC presented in the previous Section 6.2.2 is easy
to understand, since it models each functional component and the timing constraint
counter by an automaton. However, it has a large state space, resulting in long time and
high memory usage when verifying properties of the TA model with model checking.
To reduce the state space, the number of states, clocks, variables, and edges must be
reduced. Therefore, we introduce two optimizations to derive an optimized TA model.
Whenever possible, 1) we model multiple timing constraints with a single TA instead of
modeling them with separate TA. 2) We reuse counters for di�erent timing constraints.
The �rst optimization enables a clock variable being shared when tracking multiple
timing constraints with a single TA. In addition, the number of locations and synchro-
nizations of the single TA can be reduced compared to the intuitive model that uses
multiple TA. The second optimization reduces the number of TA instances, leading to
fewer locations, variables, edges, and synchronizations.

The above optimizations are used to obtain an optimized TA model, which uses sev-
eral di�erent TA templates (see Figure 6.4) based on the intuitive model shown in Fig-
ure 6.3. Most of the TA templates in Figure 6.4 are the same as the Figure 6.3. The
di�erences are given below.
i) The TA template shown in Figure 6.4(j) tracks both the tRAS and tFAW constraints.
Note that an instance of the TA template models a counter tracking the relevant timing
constraint(s). The JEDEC [53] standard guarantees that tFAW ≥ tRAS, and thus the tClk
in Figure 6.4(j) counts �rst until tRAS, and then until tFAW. The inter-bank four activate
window constraint tFAW can be tracked by using four counters (i.e., instances) for four
ACT commands. The intra-bank tRAS constraint can be implemented with 8 counters,
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(b) Counter of tCCD (c) Counter of tRCD (d) Counter of tRRD

(e) TDM Bus (f) RW Switch (g) Precharging
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(k) Cmd Bus (l) RW Scheduler

Figure 6.4: The optimized TA templates for modeling the behavior of dynamic command schedu-
ling within the Uppaal toolbox.
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Table 6.1: Comparison between the intuitive and optimized TA model.

Models TA in-

stances

clocks variables locations synchroni-

zations

edges

Intuitive TA 45 40 41 186 46 226
Optimized TA 23 18 55 137 39 186

one for each bank of DDR3 SDRAM. However, using the aforementioned inequality,
four counters su�ce to track tRAS for all 8 banks. The �fth ACT has to wait until tFAW
before it can be scheduled. By then, it is guaranteed that at least one counter has passed
tRAS because tFAW ≥ tRAS. Therefore, the counter for the �fth ACT command can be
eliminated. It is also the same case for the next three ACT commands. Four instances of
the TA shown in Figure 6.4(j) are declared in the system declaration of the optimized
TA model, which is given in Appendix B.2.
ii) The TA shown in Figure 6.4(g) captures both the constraints from a RD/WR command
to an auto-precharge, and the precharge period tRP. It still requires 8 instances of this
TA capturing the timing constraints and precharging of each bank. These instances are
declared in Appendix B.2.
iii) Finally, we can observe from JEDEC-speci�ed DDR3 timing constraints that tRCD ≤
2 × tRRD. tRRD is the minimum time between two successive ACT commands. Within
2 × tRRD cycles, at most three ACT commands can be scheduled. When the third ACT

command is scheduled, the counter triggered by the �rst ACT command is guaranteed
to be larger than tRCD and hence can be reused. Therefore, only two counters are needed
to track the intra-bank timing constraint tRCD, shown in Figure 6.4(c), resulting in two
instances of the tRCD TA. Moreover, the RW Scheduler TA is updated to deal with the
changes to the tRCD TA. The new RW Scheduler TA is given by Figure 6.4(l). These
optimizations rely on particular relations between timing constraints, but they hold for
all DDR3 and LPDDR3 devices.

The optimized TA model of Run-DMC, shown in Figure 6.4, has a smaller state space
than the intuitive TA model in Figure 6.4. This is helpful when verifying properties via
model checking. Table 6.1 summarizes the number of TA instances, clocks, variables,
locations, edges, and synchronizations used by these two models. It shows that the op-
timized TA model uses less of these elements, which have big impact on the memory
usage and time consumption for model checking. The only exception is the number of
variables, where the optimized TA model uses more. The reason is that the optimized
TA model uses variables to indicate whether a timing constraint (e.g., tRAS) is satis�ed.
In contrast, the intuitive TA model uses synchronization labels to indicate that timing
constraints are satis�ed. However, the synchronizations cause dependencies and result
in longer time of verifying a property. As a result, it is easier to derive the worst-case



130 timed automata (ta) modeling of run-dmc

bounds by verifying properties of the optimized TA model. The veri�cation with model
checking will be discussed in the next section.

6.2.4 Re�ection

Although the TA model of the RT memory controller is involved, its structure mirrors
that of the memory controller hardware architecture and algorithm (see Chapter 3). We
accurately model all timing constraints, without having to resort to conservative, but
pessimistic assumptions, such as a worst-case initial state used by the formal analysis
in Chapter 4. Moreover, the collision on the command bus is resolved when happened,
rather than conservatively assumed to always happen for each ACT command. So, the
TA model is able to provide better worst-case bounds than existing analyses, which
employ these pessimistic assumptions. Finally, to speed up veri�cation of the model,
timing counters were eliminated, although at the cost of model simplicity.

6.3 verification with model checking

This section proceeds by showing how to derive bounds on the worst-case response
time (WCRT) and worst-case bandwidth (WCBW) by verifying properties of our TA
model with model checking.

6.3.1 Veri�cation of Worst-Case Response Time

According to De�nition 9, a transaction experiences the worst-case response time (WCRT)
when the maximum number of interfering transactions must be executed before the exe-
cution of this new transaction. Moreover, it assumes that the execution of all these trans-
actions needs the maximum time to schedule their commands in a pipelining manner.
Essentially, the WCRT bound is the summation of the maximum total execution times
of these transactions caused by scheduling commands and the o�set of transferring a
burst of data for the last RD/WR command. Note that Run-DMC uses a TDM arbiter
in the front-end to serve requestors with pending transactions, as shown in Figure 3.1.
Recall that each requestor is assumed to have at most one outstanding transaction to
avoid arbitrarily high self-interference in the WCRT [11]. Therefore, to derive the bound
on the WCRT of a requestor, it is equivalent to verify the longest time of executing these

maximum number of interfering transactions and the transaction from the requestor itself.

This is achieved by using model checking of the proposed TA model.
An observer TA is designed to track the response time of each transaction from a

particular requestor, as shown in Figure 6.5(a). Note that NMax denotes the maximum
number of interfering transactions and the transaction from the requestor itself. It can
be computed based on the TDM slot con�guration. This observer counts the number
of executed transactions (totalTrans), and the end of a transaction is signaled by the
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(a) The observer of WCRT (b) The observer of WCBW

Figure 6.5: The TA to verify the WCRT and WCBW bounds.

TransEnd synchronization label when its last RD or WR command is scheduled. The end
of a transaction indicates the �nishing time given by De�nition 5 in the back-end, and
it is further used to compute the execution time de�ned by De�nition 7. Meanwhile,
the clock variable WCRT in Figure 6.5(a) tracks the total time of executing transactions.
By specifying the maximum number (i.e., NMax) of transactions to be observed, we use
standard reachability queries to verify the clock WCRT with the veri�er module of the
Uppaal tool suite. By manually executing a binary search on the bound of the clock
WCRT, it directly translates into the maximum time of executing these NMax transac-
tions. The observer records this maximum time when the last RD or WR command of a
transaction is scheduled. For read transactions, we need to add the constant data o�set,
which is tRL + BL/dataRate as given by the JEDEC timing constraints [53]. It is worth
noting that the Uppaal model checker explores the full state space for all the possible
NMax successive transactions and derives the WCRT bound. As a consequence, our ob-
server only needs to cycle through every NMax successive transactions rather than uses
a sliding window for any NMax transactions.

To derive the bound on the WCRT, we have to verify the maximum value of the clock
variable WCRT in Figure 6.5(a) via binary searching. Uppaal allows users to specify a
query for verifying a property. For example, Query 1 and Query 2 are used to verify the
maximum WCRT in the Observer for a read or a write transaction, respectively.

Query 1 (WCRT property for write transaction). A[] (Observer.start == true and Cur-

rType == WRITE) imply Observer.WCRT <= Estimate_Bound

Query 2 (WCRT property for read transaction). A[] (Observer.start == true and CurrType
== READ) imply Observer.WCRT <= Estimate_Bound

A[] indicates that it searches all paths in the state space to verify whether the latter
expression (i.e., the property) is true. The expression states that the WCRT collected
by the Observer cannot be larger than a manually speci�ed value, i.e., Estimate_Bound,
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when the current transaction is a write/read and the Observer has started the observa-
tion. By increasing/decreasing Estimate_Bound, the maximum WCRT is obtained when
the veri�cation of the query becomes true from false or vice versa. Therefore, a proper
value of Estimate_Bound makes this process faster. Practically, we can obtain a proper
Estimate_Bound by simulating the TA model for NMax transactions, since the simula-
tion provides an actual execution time of these transactions. However, this actual exe-
cution time may be far from the worst-case bound, leading to a long manual procedure
in the binary search. A more e�cient way of predicting Estimate_Bound is based on the
worst-case execution time (WCET) of an individual transaction. Note that the WCET
of a transaction equals the maximum WCRT in the Observer when NMax == 1. Then
Estimate_Bound for any NMax is set to be the summation of the WCET of these NMax
transactions. This computed Estimate_Bound actually overestimates the bound, because
the pipelining between the NMax transactions is not exploited. However, it is an e�-
cient experimental approach to derive a relatively proper Estimate_Bound to start the
query veri�cation.

6.3.2 Veri�cation of Worst-Case Bandwidth

With De�nition 11, the worst-case bandwidth (WCBW) is the minimum bandwidth for
all in�nitely-long transaction traces. However, practically, we can only compute the
time to transfer a �nite number of bytes. We therefore use an observer TA (see Fig-
ure 6.5(b)) to verify the maximum time for transferring DataSize data for any possible
traces that can generate DataSize bytes. In a word, for ∀T , ∑

∀T∈T S (T ) = DataSize. The
WCBW bound can be computed based on this maximum time, as given by Eq. (6.1). This
bound is conservative for the long-term WCBW given by De�nition 11. The reason is
that it is observed based on transferring a �xed amount of data, and the pipelining be-
tween a limited number of transactions is exploited. In contrast, the long-term WCBW
exploits the pipelining between in�nite transactions and it cannot be smaller than the
derived bound in Eq. (6.1). Intuitively, the minimum rate observed in a long time period
of repeatedly transferring a �xed amount of data cannot be larger than the average rate
of transferring the total amount of data in the whole time period, where the former
corresponds to repeating a limited number of transactions while the latter is achieved
by executing an in�nite number of any transactions. Lemma 5 captures this intuition
and states that any ˆbw (DataSize) is a conservative lower bound for the WCBW (i.e., ˆbw)
de�ned by De�nition 11. The former is the minimum rate of transferring DataSize data,
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while the latter is the long-term (minimum) average rate of transferring data from/into
the SDRAM for in�nitely-long traces. The proof is given in Appendix A.7.

ˆbw (DataSize) =
DataSize

Max
∀T
∑
∀T∈T tET (T )

× f
mem
× eref,

where DataSize =
∑
∀T∈T

S (T )
(6.1)

Lemma 5.

∀DataSize > 0, ˆbw (DataSize) ≤ ˆbw

Figure 6.5(b) shows the observer TA that tracks the total time for transferring Data-

Size data. Time is tracked by reusing the clock variable WCRT, while dataSize accumu-
lates the transferred data when a transaction is �nished, as noti�ed by the TransEnd
synchronization label. We manually execute a binary search on the bound of the clock
WCRT with Uppaal. This bound is the maximum time of transferring DataSize data.
Multiplying the result by fmem × e

ref returns a conservative lower bound for the WCBW,
as described above by Eq. (6.1). Moreover, Lemma 5 implies that the WCBW bound is
always conservative for any �nite DataSize.

To verify the maximum time of transferring DataSize data with the Observer in Fig-
ure 6.5(b), we use Query 3 with Uppaal. By manually increasing/decreasing the value
of Estimate_Bound, the bound on the clock variable WCRT for the speci�ed DataSize is
obtained when the expression of Query 3 becomes true from false or vice versa. This
bound is a function of DataSize and is denoted by ET_Bound(DataSize). The WCBW
bound is then given by Eq. (6.2).

ˆbw (DataSize) =
DataSize

ET_Bound (DataSize) (6.2)

Query 3 (WCBW property). A[] (Observer.start == true and Observer.dataSize == Ob-

server.DataSize) imply Observer.WCRT <= Estimate_Bound

By specifying larger DataSize in the Observer (see Figure 6.5(b)), better (i.e., larger)
lower bound on WCBW can be obtained, because of exploiting more pipelining between
successive transactions. However, we can only practically verify properties with a �nite
number of di�erent DataSize, where Lemma 5 guarantees that the derived bound is con-
servative for the actual long-term WCBW. On one hand, larger DataSize corresponding
to longer transaction traces may result in longer time and higher memory usage when
verifying the property of the TA model. On the other hand, it is also not necessary to use
a very large DataSize to derive a tighter WCBW bound. The reason is that an increas-
ing DataSize cannot improve the WCBW bound dramatically. Therefore, we have to
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manually increase DataSize until WCBW (DataSize) cannot improve signi�cantly. This
poses a trade-o� between the tightness of the bound and the time/memory consumed
to successfully verify the property.

It is critical to specify a proper Estimate_Bound for Query 3, such that we can quickly
derive ET_Bound(DataSize). Since we start with the smallest DataSize (i.e., DataSize0)
corresponding to the smallest size of a transaction, ET_Bound(DataSize0) equals the
WCET of this transaction. The WCET can be obtained in the way of deriving the WCRT
bound, as previously discussed in Section 6.3.1. For an arbitrary large DataSizei (∀i > 0),
it is composed of smaller DataSizes, denoted by DataSizem and DataSizen, such that
DataSizei = DataSizem+DataSizen. Therefore, a good upper Estimate_Bound forDataSizei
is given by Eq.(6.3), where ET_Bound (DataSizem) and ET_Bound (DataSizen) are the
maximum times of transferring DataSizem and DataSizen bytes data, respectively. As a
result, the summation cannot be smaller than ET_Bound (DataSizei), leading to conserva-
tive Estimate_Bound(DataSizei). The reason is that a larger DataSizei ensures that more
pipelining between transactions can be exploited and hence ET_Bound (DataSizei) ≤
Estimate_Bound(DataSizei), resulting in a larger bound ˆbw (DataSizei).

Estimate_Bound(DataSizei) =

Min
∀m,n,DataSizei=DataSizem+DataSizen

(ET_Bound (DataSizem) + ET_Bound (DataSizen)) (6.3)

6.4 related work

Existing analyses of semi-static RT memory controllers [3, 39, 46, 88] provide WCRT
and/or WCBW by dynamically using a set of pre-computed static command sched-
ules for transactions. As discussed in Section 4.1 and Section 5.1 and experimentally
shown in previous chapters, the drawbacks of using static command schedules are that
1) they cannot exploit dynamic information about the SDRAM state caused by timing
constraints and the exact SDRAM banks required by individual transactions. 2) These
command schedules transfer a �xed amount of data. When the transaction size varies,
unwanted data is discarded, resulting in low data e�ciency.

To overcome the ine�ciency of semi-static command schedules, dynamic command
scheduling can be used, where commands are scheduled by some dynamic algorithms
when the SDRAM timing constraints are satis�ed. However, analysis of dynamic sche-
duling constrained by timing dependencies is di�cult. The analytical approach [72]
presented in Chapter 4 abstracts the state of previous transactions to a worst-case ini-
tial state, by pessimistically assuming that their commands were scheduled as late as
possible (ALAP). This results in conservative command scheduling times for the current
transaction. In addition, it assumes that every ACT command collides on the command
bus. The data�ow model [71] presented in Chapter 5 provides the WCBW of dynamic
command scheduling. It also assumes that ACT commands always have command-bus
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collisions, but does not require the ALAP assumption. Conversely, the scheduled ap-
proach [72], given in Chapter 4, accurately models command-bus con�icts, but assumes
ALAP schedules. The analyses in [55, 56, 63] assume that the RW to RD switching timing
constraint and the four-activate window constraint are always incurred, even though
these constraints do not always dominate in the command schedule. These analysis
approaches may not be easy to manually adapt to memory controllers with di�erent
mechanisms or memories. Similarly to the data�ow model in Chapter 5, we shift the
manual e�ort to derive performance bounds from analysis to modeling. In other words,
rather than providing a specialized WCRT/WCBW analysis of a memory controller, a
specialized model of a memory controller is de�ned, which is analyzed automatically
using state-of-the-art tools. Chapter 5 uses data�ow, while this chapter uses TA, which
is more expressive and results in better bounds.

TA have been extensively used to address the complexity of sharing resources. Yi et
al. [81] were the �rst to use TA to represent a system resource (CPU or communication
element) as a scheduler model together with a notion of discrete events that trigger the
execution of RT tasks on this scheduler. In [75], the basic idea has been extended to ana-
lyze multi-core architectures and di�erent memory access policies. A similar approach
is also presented by Gustavsson et al. [42]. Lampka et al. [64] present an approach that
abstracts from individual core-local workloads by modeling access requests to a shared
resource with an aggregated access request curve fed into a network of TA. These works
intend to bound the worst-case execution time of applications rather than individual
memory accesses/transactions. In contrast, we focus on the e�ect of sharing on the tim-
ing of individual memory transactions in order to �nd a tight bound. Our WCRT and
WCBW bounds can be used by the cited works for more accurate modeling and analysis.

6.5 experimental results

This section experimentally validates the proposed intuitive and optimized TA models
of dynamic command scheduling, and then analyzes the WCRT and WCBW bounds for
�xed and variable transaction sizes, respectively. First, the command scheduling results
obtained with Uppaal are validated with the open-source RTMemController tool [70],
which has been introduced in Section 4.7 and has been proven to be equivalent to a
cycle-accurate SystemC simulator in Section 4.8.2 for capturing the timing behavior of
the memory controller. Next, the results are compared to the analysis results of the
same memory controller design using a) the analytical and scheduled approaches pre-
sented in Chapter 4, and b) the mode-controlled data�ow (MCDF) model introduced in
Chapter 5. These techniques were discussed in Section 6.4. Note that the WCRT/WCBW
bounds are obtained using the optimized TA model, since the veri�cation of the intuitive
model takes more time and consumes more memory on the host server.
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6.5.1 Experimental Setup

The proposed TA model is simulated and veri�ed with Uppaal v4.1.19 on a 64-bit Cen-
tOS 6.6 system with 24 Intel Xeon(R) CPUs running at 2.10 GHz and with 125 GB us-
able RAM. Experiments have been done with a JEDEC-compliant DDR3-1600G SDRAM
memory with interface width of 16 bits and a capacity of 2 Gb [53]. The memory con-
troller front-end uses a TDM arbiter with one slot per memory requestor, which is as-
sumed to have one outstanding transaction to avoid self-interference. The transaction
sizes used by the experiments are 16 bytes, 32 bytes, 64 bytes, 128 bytes, and 256 bytes,
respectively. Similarly to the previous experimental setup in Section 3.5.1, Section 4.8.1,
and Section 5.5.1, the memory map con�guration (i.e., BI and BC) of each transaction
size is chosen to achieve the lowest execution time and the highest memory bandwidth,
where more banks are interleaved when possible to exploit bank parallelism. The con�g-
ured (BI, BC) for these sizes are hence (1, 1), (2, 1), (4, 1), (4, 2), and (4, 4) [39], respectively.
Note that transactions with 128 bytes and 256 bytes use (4, 2) and (4, 4) instead of (8, 1)
and (8, 2) because of the tFAW constraint that leads to larger execution time with BI =
8. Finally, we always verify the property "A[] not deadlock" to be true for the TA model.
This guarantees that there is no deadlock in the TA model, e.g., an automaton cannot
resign in a committed location without an immediate transition.

6.5.2 Validation of TA Model

The �rst experiment shows that the proposed TA model can accurately capture the tim-
ing behavior of the memory controller with dynamic command scheduling for selected
traces. We compare the scheduling time of each command in every trace obtained with
Uppaal to that of the RTMemController tool [70], which is equivalent to a cycle-accurate
SystemC simulator of the memory controller under consideration [69]. We simulate the
TA model for 1200 commands corresponding to random read and write transactions
with any possible physical addresses that are re�ected by using all the possible start-
ing banks. The transactions are generated by the Source and TDM Bus TA shown in
Figure 6.4(a) and Figure 6.4(e). We execute RTMemController with the same transac-
tions to obtain the scheduling time of each command. The same experiment is repeated
for the 5 transaction sizes and for a random mix of them. From the experimental re-
sults, we observe that the scheduling time is always identical for each command. This
suggests that our TA model correctly and accurately captures the timing behavior of
the dynamic command scheduling. For the given traces, the TA model is equivalent to

the cycle-accurate implementation of the dynamic command scheduling. In the same way,
the intuitive model is also validated.

For all experiments in the following sections, Uppaal generates a witness that leads
to the WCRT/WCBW bound, i.e., the diagnostic trace of transactions. Again, we have
fed all diagnostic traces to the RTMemController tool, and it always shows exactly the
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Figure 6.6: The WCRT for 4 requestors accessing DDR3-1600G with �xed transaction sizes.

same results as Uppaal. This validates the correctness of the TA model, and gives strong

reason to believe that the analysis results derived from our TA model are tight.

6.5.3 Fixed Transaction Size

This experiment uses Uppaal to test the optimized TA model and to obtain the WCRT
and WCBW Bounds for �xed transaction sizes. Four memory requestors are employed,
corresponding to, e.g., four cores that have the same cache-line size. This experiment
tests an arbitrary read/write mix, for the �ve di�erent transaction sizes. The model
checker explores the full state space for each size, except for 16 bytes that uses BI=1.
For the purpose of worst-case analysis, it is not necessary to explore all 8 banks. Trans-
actions with 16 bytes only access a single bank. It hence only matters if transactions
access the same bank or a di�erent bank. As a result, we arbitrarily select 2 banks (e.g.,
Bank 0, Bank 1) to be tested by Uppaal. The trace is an arbitrary read/write mix, but we
show the WCRT for read (RD) and write (WR) transactions separately in Figure 6.6. They
are also compared to those given by the existing analytical and scheduled approaches
in Chapter 4 for Run-DMC and the results of the semi-static approach [3]. Note that we
do not compare with the MCDF model previously presented in Chapter 5 as it does not
analyze the WCRT. Moreover, each result is validated by executing the diagnostic trace
from Uppaal with RTMemController, where the same results are obtained from these
two tools.
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We observe that the WCRT results from the TA model are better than or equal to those

given by either the scheduled or analytical approaches. This also holds when comparing to
the semi-static approach except for 32-byte transactions, where the WCRT of the semi-
static approach is only 1 cycle smaller than the results of the TA model. This is because
Run-DMC schedules commands dynamically and may lead to larger WCRT than the
semi-static approach that uses the pre-computed command schedules. However, this ex-
ception only occurs when a particular (and rare) sequence of transactions are executed
by Run-DMC. The maximum improvement is 20% for write transactions with 64 bytes,
while the average improvement over all these experiments is 7.7%. The improvement
is achieved for the following reasons. 1) The TA model accurately models scheduling
collisions on the command bus, just like the scheduled approach. Conversely, the analyt-
ical approach always conservatively assumes a collision for each ACT command. 2) The
TA model accurately captures the worst-case initial values of the timing counters for
an arbitrary transaction according to the exact JEDEC timing constraint values. In con-
trast, both the analytical and scheduled approaches conservatively assume as-late-as-
possible (ALAP) scheduling of the previous commands to provide the worst-case initial
values of timing counters, which is pessimistic. 3) Run-DMC performs closely to the
semi-static approach for these small transaction sizes. When executing large transac-
tion sizes, e.g., 128 bytes or 256 bytes, Run-DMC can dynamically exploit the pipelining
between successive transactions. In contrast, the static command schedules used by the
semi-static approach cannot e�ciently pipeline commands across successive transac-
tions.

An experiment is carried out to test the intuitive TA model, which provides the same
WCRT bounds as the optimized TA model. However, verifying a property of the intuitive
TA model takes longer time and consumes more RAM of the host server. For example,
for 128-byte transactions from four requestors, the veri�cation speedup reaches 2.4x
when deriving the WCRT bound. Moreover, the RAM usage is decreased by 31%. These
results demonstrate that it is easier to derive a bound with the optimized TA model.

The bound on the worst-case bandwidth (WCBW) depends on the DataSize used by
the Observer shown in Figure 6.5(b). As discussed in Section 6.3.2, better WCBW bound
can be obtained when increasing DataSize, since more pipelining between successive
transactions can be exploited. However, the improvement on the WCBW bound is not
always signi�cant with larger DataSize. This is demonstrated in Figure 6.7(a), which
takes 32-byte transactions as an example. As a result, we derive a su�cientWCBW bound

when it cannot increase dramatically with DataSize. For example, we provide the best
practical WCBW bounds when they cannot increase with more than 1%, and the re-
sults will be shown in Figure 6.8. Moreover, the WCBW bound does not increase for
certain transaction sizes with DDR3-1600G, such as 16 bytes and 64 bytes. Figure 6.7(b)
shows the veri�ed WCBW bound for 16-byte transactions when increasing DataSize.
Note that 16-byte transactions only use one bank (BI = 1). This bound is obtained when
the transactions are write and they use the same bank. In this case, there is no pipelin-
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ing between successive transactions. As a result, the bound can be veri�ed with the
minimum DataSize corresponding to a single transaction. In addition, it is not only the
su�cient bound, but also the best bound that can be given by verifying properties of
the TA model. The reason is that the bound is constant for di�erent DataSize. Figure 6.7
only shows the results for 32-byte and 16-byte transactions, respectively, while the re-
sults for other transaction sizes are not given for brevity, since we can draw the same
conclusions and derive su�cient WCBW bounds.

Figure 6.8 shows either the su�cient or the best WCBW bounds for �xed transaction
sizes with DDR3-1600G, and they are compared to existing approaches. Compared to the
analytical approach, the improvement reaches up to 25% for 64-byte transactions. The
average improvement on the WCBW bounds when comparing to these approaches is
13.6% for all these experiments. The reasons for obtaining better WCBW than analytical
and scheduled approaches are the same as those for WCRT. Our TA model is better than
or performs equally well as the MCDF model previously presented in Chapter 5 because
the latter conservatively assumes a collision per ACT command. Larger improvements
are obtained for small transactions, while the same WCBW is obtained for large trans-
action sizes, e.g., 256 bytes. This is because larger transactions have more RD or WR

commands, which dominate the command scheduling. As a result, the collisions with
ACT commands have no in�uence on the WCBW, and the MCDF can perform equally
well as the TA model for large transaction sizes. Finally, we compare the WCBW bounds
of Run-DMC to the semi-static memory controller [3]. Figure 6.8 illustrates that Run-
DMC provides larger WCBW bounds for all the transaction sizes. The only exception is
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caused by 32-byte transactions, where the bound given by the semi-static memory con-
troller is 0.2% higher than Run-DMC, because its static command schedules are slightly
more e�cient in the worst-case for 32-byte transactions. In contrast, Run-DMC sched-
ules command dynamically and it may lead to initial bank states that make the execution
of a 32-byte transaction experiences longer time than the semi-static approach. Recall
from Chapter 3 that Run-DMC has much better average performance, which can bene�t
non-real-time applications.

We evaluate the run time and memory usage of Uppaal in our experiments. Uppaal
takes at most 1221 seconds and consumes up to 7 GB to successfully verify properties
for �xed transaction sizes. This occurs when verifying a property to derive the WCRT
of 16-byte write transactions. Note that this experiment explores two di�erent starting
banks for 16-byte transactions. If more starting banks (e.g., 4 banks) are explored, it
takes around 30 hours before running out of the 125 GB usable RAM. Due to the limited
RAM memory, we alternatively carry out this experiment on a server with 1 TB RAM
and an Intel(R) Xeon(R) CPU E7-4850 running at 2.0 GHz. Note that this server is re-
motely provided by SURFsara [100], a Dutch Cooperative providing high-performance
computing and data infrastructure for science and industry. The model checking �nally
takes around 241.1 hours and consumes 557.9 GB RAM memory to provide the same
results as when only exploring 2 banks. We have observed that larger transaction sizes
need less time and RAM to verify a property. The reasons include: 1) Larger trans-
actions use larger BI that have a fewer possible starting banks, resulting in a smaller
state space. 2) The scheduling algorithm schedules more commands sequentially (i.e.,
deterministically) for larger transactions. In contrast, smaller transactions have fewer
commands and transactions arrive randomly. As a result, the TA model performs more
deterministic state transitions. Recall that the scheduling of commands is modeled by
state transitions, e.g., the RW Scheduler TA in Figure 6.4(l).

6.5.4 Variable Transaction Sizes

Ideally, the TA model is used to analyze the WCRT and WCBW of any mix of trans-
actions, e.g., resulting from di�erent requestors, with di�erent transaction sizes and
starting banks. Due to the state space explosion, it is not possible to obtain general
WCRT and WCBW for all combinations of transactions by model checking, because
Uppaal fails to verify a property after consuming all the RAM (e.g., 125GB) of the
host server. However, system designers are usually less interested in general WCRT
and WCBW bounds than in response-time and bandwidth bounds for a particular sys-

tem under design. By taking into account system-speci�c information, “design-speci�c
bounds” can be expected to be closer to the true worst case that can occur in the design
than “general bounds” that necessarily include traces that cannot occur in the partic-
ular system. System-speci�c information includes transaction sequences and sizes per
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Figure 6.9: The WCRT for the requestors in a HD video and graphics processing system [31] with
variable transaction sizes.

requestor, TDM allocations, etc. With this information, the analysis is less pessimistic,
allowing for tighter bounds or lower system cost.

To illustrate this e�ect, we perform a case study of the HD video and graphics proc-
essing system of [31]. It consists of 5 requestors representing CPU, GPU, input proces-
sor (IP), video engine (VE), and HDLCD DMA controller. [31] focuses on a multi-channel
memory controller with 256-byte transactions that are interleaved over multiple chan-
nels. Since our memory controller has a single channel, we use smaller transaction sizes,
which are also current practice in today’s systems [34, 44]. CPU and IP have cache-
lines of 64 bytes, while those of the GPU are 128 bytes. The VE and the HDLCD DMA
use transactions of 128 bytes. All produce an arbitrary read/write mix of transactions.
The �ve requestors have one TDM slot each, and are served in descending order of
their transaction sizes. This ordering increases the bank parallelism between successive
transactions [72], improving performance. Figure 6.9 separately shows the WCRT of
read/write transactions, for each requestor. The results show that our TA model out-
performs the analytical and scheduled approaches for WCRT, for the same reasons as
discussed in Section 6.5.3. For example, our TA model improves the WCRT of 128-byte
transactions of analytical and scheduled approaches by 10.4% and 8.5%, respectively. As
before, all bounds have been validated to be identical to the cycle-accurate timings of
the RTMemController tool.

The WCBW bounds obtained from di�erent approaches are shown in Figure 6.10.
Note that these results are the su�cient WCBW bounds, which are derived in the same
way as those for the �xed transaction sizes in Section 6.5.3. For example, Run-DMC
uses the TDM arbiter presented in Section 3.2.2 to serve the �ve requestors in the HD



6.6 summary 143

0

500

1000

1500

2000

Analytical Scheduled TA MCDF

W
o
rs

t-
C

a
s
e
 B

a
n
d
w

id
th

 (
M

B
/s

) 

TDM Arbitration

Unknown Arbitration

Figure 6.10: The WCBW for variable transaction sizes.

video and graphics processing system. The su�cient WCBW bound derived from our
TA model is shown in Figure 6.10. It is obtained when the Observer (see Figure 6.5(b))
uses DataSize = 2048 bytes , which corresponds to 20 successive transactions executed
according to the TDM schedule. Moreover, the Uppaal veri�er takes around 6.8 hours
and consumes 30.3 GB RAM to provide this su�cient WCBW bound. The results in Fig-
ure 6.10 show that our TA model outperforms the analytical and scheduled approaches
by 11.2% and 8.9%, respectively. We cannot compare to the MCDF model [71], as its anal-
ysis tool does not support our use-case. Instead, we compare all approaches for a system
with �ve requestors with arbitrary read/write transactions of 64 or 128 bytes. The arbi-
tration is unknown (not speci�ed). The WCBW results are shown in Figure 6.10. The
TA model outperforms the analytical, scheduled, and MCDF approaches by 24.6%, 14.6%,
and 12.1%, respectively. The average improvement from all our experiments reaches to
14%.

6.6 summary

This chapter proposes a modular Timed Automata (TA) model of the Run-DMC memory
controller, which has been previously introduced in Chapter 3. Bounds on worst-case
response time (WCRT) and bandwidth (WCBW) are automatically derived by verifying
properties of the TA model using model checking. The TA model is based on instantiat-
ing multiple TA templates, each of which describes either the timing behavior of a com-
ponent used by Run-DMC or a JEDEC-speci�ed DDR3 timing constraint. An intuitive
TA model is given, followed by an optimized version. The former describes each mem-
ory controller component and timing constraint with a timed automaton, leading to a
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straightforward model of Run-DMC. However, the veri�cation of the intuitive TA model
has to explore a large state-space, resulting in long veri�cation time and high memory
usage of the host server. In contrast, the latter optimized TA model captures the timing
behavior of several components with a single automaton. In the same way, multiple tim-
ing constraints are tracked with a single automaton as well. Therefore, the optimized TA
model provides the WCRT/WCBW bounds through model checking faster (e.g., 2.4x).

The proposed TA model is bene�cial for analyzing real-time memory controllers,
because: 1) it can easily capture the behavior of new memory controllers, since the
automata templates used by our TA model can either be reused for common compo-
nents or be easily extended. 2) The WCRT/WCBW bounds are provided automatically
via model checking, as opposed to repeating a time-consuming manual analytical ef-
fort. 3) The TA model accurately captures the timing behavior of a memory controller
without any abstractions, such as conservatively assuming a collision for each ACT

command or the static maximum timing interval between commands. This is a pre-
requisite for tight WCRT and WCBW bounds. 4) The TA model not only provides the
WCRT/WCBW bounds, but is also an executable model for simulating the memory con-
troller. As a result, the TA model is easily validated by comparing the timings of each
command from the simulation to those given by existing cycle-accurate simulators of
the memory controller. 5) The veri�cation of the TA model with Uppaal provides a wit-
ness of the worst-case results, i.e., the diagnostic traces of commands/transactions. By
feeding the traces to the open-source RTMemController tool that is equivalent to a cycle-
accurate SystemC simulator, identical timings of commands are obtained. This demon-
strates that the TA is indeed without any abstraction and the bound is tight for the
encountered traces. 6) Finally, the experimental results demonstrate that the proposed
TA model outperforms three state-of-the-art analysis approaches of dynamic command
scheduling for real-time memory controllers, by up to 25%. The reason is that the TA
model accurately captures both the scheduling collisions on the command bus and the
initial timing states of SDRAM for each transaction.
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C O N C L U S I O N S A N D F U T U R E W O R K

In this chapter, we conclude this thesis by brie�y discussing the problems of design and
analysis of real-time memory controllers, and summarizing our contributions presented
in the previous chapters. Then, we provide possible extensions of the work in this thesis.

7.1 conclusions

The o�-chip SDRAM is shared by other on-chip resources to read or write data via a
memory controller integrated in the SoC, where both real-time and non-real-time ap-
plications are concurrently executed. These resources generate diverse tra�c for the
memory controller, which receives arbitrary read/write transactions with variable sizes
and di�erent physical addresses. The memory controller must provide guaranteed per-
formance for real-time applications to meet their requirements, while giving the best
possible average performance to make the non-real-time applications feel responsive.
The di�culty with achieving this goal is the complex interferences, which are caused
by 1) di�erent requestors that contend for the SDRAM, 2) the pipelining between trans-
actions with variable sizes, since commands are scheduled to multiple banks in parallel
subject to the JEDEC-speci�ed timing constraints.

Next, Section 7.1.1 presents our contribution of designing a memory controller that
e�ciently deals with the diverse memory tra�c. The proposed analysis approaches are
summarized in Section 7.1.2, along with a discussion about their respective strengths
and weaknesses.

7.1.1 Design of Real-Time Memory controllers

To e�ciently deal with the diverse memory tra�c, Chapter 3 proposes a memory con-
troller named Run-DMC, which generates appropriate commands for transactions with
variable sizes. The commands are dynamically scheduled according to the run-time
SDRAM state and the timing constraints. It meets the design and analysis requirements
posed on a real-time memory controller that must provide guaranteed performance to
meet the requirements of real-time applications and good average performance to the
non-real-time applications to feel responsive. Run-DMC outperforms a state-of-the-art
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semi-static memory controller [3], because it uses the following mechanisms: 1) Run-
DMC employs a novel TDM arbiter in the front-end to enable the worst-case response
time (WCRT) and the worst-case bandwidth (WCBW) for requestors to be bounded.
Requestors can be allocated a di�erent number of time slots with variable lengths ac-
cording to their requirements. Moreover, it skips idle slots to reduce the interference be-
tween requestors and con�gures the service order of requestors in descending of their
transaction sizes. The latter results in a smaller execution time of a transaction, and has
been experimentally demonstrated to achieve the minimum WCRT. 2) In the back-end,
each transaction is executed with the con�gured bank interleaving number (BI) and
burst count (BC) per bank. These two parameters provide the �exibility of exploiting
di�erent levels of bank parallelism. 3) To achieve better worst-case performance, a close-
page policy is used by Run-DMC. This also eliminates the complexity of distinguishing
page-hits and page-misses, resulting in a simpler analysis. 4) Transactions are executed
by the back-end in a FCFS manner, such that the hardware overhead and analysis dif-
�culty of transaction re-ordering are eliminated. 5) Finally, commands are dynamically
scheduled as soon as the timing constraints are satis�ed. This leads to e�cient pipelin-
ing between successive transactions. In addition, the run-time state of the SDRAM is
exploited to achieve good average performance.

Run-DMC has been implemented as a cycle-accurate SystemC model to measure the
worst-case observed performance and the average behavior. Experimental results show
that Run-DMC signi�cantly outperforms an existing semi-static memory controller [3]
in the average case, while they are comparable in the worst-case. For �xed transac-
tion sizes with di�erent DDR3 SDRAMs, the overall improvement reaches 17.3%. For
variable transaction sizes, it achieves 44.9% smaller average RT according to the ex-
periments. We have also observed that smaller transaction sizes bene�t more from our
dynamically-scheduled memory controller. For example, with variable transaction sizes,
79% improvement is achieved by 16-byte transactions to access a DDR3-1600G device,
while it is 18.8% for 128-byte transactions. The reason is that smaller transactions re-
quire fewer banks, resulting in that the next transaction has higher chance to access
di�erent banks and thus be executed earlier. Finally, Run-DMC provides 16.7% more
average bandwidth than the semi-static approach. In addition, higher bandwidth is ob-
tained with larger transaction sizes. The reason is that more consecutive data bursts are
transferred for each bank activation, resulting in higher e�ciency of transferring data.

7.1.2 Analysis Techniques for Real-Time Memory Controllers

This thesis has proposed three approaches to analyze real-time memory controllers,
based on a formal analysis, a mode-controlled data�ow (MCDF) model, and a timed
automata (TA) model, respectively. These approaches have been used to analyze our
memory controller with dynamic command scheduling, and provide the WCRT and/or
WCBW. To the best of our knowledge, this is the �rst work to analyze a real-time mem-
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ory controller with di�erent techniques. Therefore, we discuss their strengths and weak-
nesses in the following sections.

7.1.2.1 Analysis vs. Modeling

The formal analysis approach accurately formalizes the command scheduling dependen-
cies. This formalization has been implemented as an open-source tool called RTMem-

Controller [70]. Then, conservative worst-case results are obtained by assuming that 1)
the commands of the preceding transaction are scheduled as-late-as-possible (ALAP),
resulting in the worst-case initial SDRAM state, and 2) each ACT command always col-
lides with a RD or WR command. However, the obtained results are guaranteed to be
conservative based on manual proofs, which are complex and very time-consuming to
develop. In contrast, this problem has been resolved by two other approaches, which
model the timing behavior of Run-DMC and employ existing tools to analyze these
models, resulting in the WCRT and/or WCBW. The second approach is based on an
MCDF model that analyzes the WCBW using the Heracles tool [79], which does not
support analyzing the WCRT. The third approach captures the timing behavior of Run-
DMC with a TA model, and the Uppaal tool suite [13] is used to provide both the WCRT
and WCBW via model checking. However, the formal analysis approach has formally
proved that the execution time of a transaction monotonically increases with its size,
as shown in Theorem 2. Note that the formal analysis approach assumes that each re-
questor has a �xed transaction size (i.e., the maximum size from the requestor), while
requestors have di�erent sizes. Theorem 2 guarantees that the analysis results based on
the maximum transaction size of a requestor are safe to use even if it generates transac-
tions with variable sizes. For the MCDF model, Heracles cannot provide the worst-case
response/execution time, and hence cannot derive Theorem 2. In contrast, the TA model
would have to enumerate all the transaction sizes and obtain the bound for each of them
individually. As a result, Theorem 2 can be experimentally obtained based on all these
bounds. However, this takes a long time or even is not possible for some transaction
sizes, such as 16-byte.

7.1.2.2 Accuracy of Worst-Case Bound

The bounds on the WCRT and WCBW vary between the approaches based on the formal
analysis, the MCDF model, and the TA model. The accuracy of the bound depends on the

number of simplifying assumptions used by these approaches. As explained in Chapter 4,
our formal analysis results in an analytical approach and a scheduled approach with
di�erent assumptions in terms of 1) ALAP command scheduling and 2) conservative col-

lision per ACT command. More speci�cally, the scheduled approach only assumes ALAP
command scheduling and eliminates the collision assumption by actually detecting the
collisions with a tool. The MCDF model does not assume ALAP scheduling. However, it
conservatively assumes a collision for each ACT command to avoid the unpredictable
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collisions in the model. A collision occurs when all the timing constraints are satis-
�ed for scheduling an ACT and a RD/WR command at the same time. Since data�ow
models only capture the data dependent behavior, they cannot accurately model the
collisions that depend on time. In contrast, the TA model does not apply any assump-
tions, since it can dynamically detect the collisions, based on which state transitions
are enabled. Therefore, the TA model provides the tightest bounds. The MCDF model
is slightly worse than the TA model, although it provides tighter WCBW bounds than
both the scheduled and analytical approaches. Finally, the scheduled approach gives
tighter bounds than the analytical approach. Another reason for the varied bounds
achieved by these approaches is the exploitation of di�erent degrees of pipelining be-
tween transactions. The formal analysis (i.e., analytical and scheduled) approach only
captures pipelining with the previous transaction. However, the MCDF model and the
TA model can exploit pipelining within a sequence of transactions.

These approaches have been experimentally compared in Section 6.5. For �xed trans-
action sizes, TA provides a WCRT that is maximally 20% smaller than the analytical
approach for 64-byte write transactions. The average improvement is 7.7% according to
the experiments. The improvement of the WCBW is up to 25% for 64-byte transactions,
compared to the analytical approach. The total average improvement on WCBW reaches
10%, 6.5%, and 1.9% compared to the analytical, scheduled, and the MCDF approaches,
respectively. For variable transaction sizes, the TA model gives a smaller WCRT than
the analytical and scheduled approaches, and the total average improvement is 7.1%.
The WCBW results show that the TA model outperforms the analytical, scheduled, and
MCDF approaches by 24.6%, 14.6%, and 12.1%, respectively.

7.1.2.3 Portability for New Memory Controllers

When extending the proposed analysis approaches to new memory controllers using
di�erent mechanisms (e.g., open-page policy, di�erent command-level priorities) and/or
di�erent memory devices, varied e�orts are needed. Toward this issue, the TA model
is superior to others. The reason is that the TA model is more expressive and can accu-
rately capture the dynamic behavior of a memory controller. It is a network of timed
automata, where each automaton describes the behavior of a component in the memory
controller, resulting in a modular model. In contrast, to model a memory controller with
MCDF, proper modes must be created, followed by determining the transitions between
modes. Then, static mode sequences are needed to capture some dynamic behaviors. All
these cannot be easily done on a per-component basis. The MCDF model follows the
structure of the memory controller less, instead follows the resulting behavior more.
Therefore, the MCDF model requires more e�ort than the TA model for a new memory
controller or SDRAM device. The most di�cult approach is the formal analysis, which
is based on a formalization of the command scheduling dependencies. Although the
proposed formalization is parameterized based on the transaction size and the timing
constraints of DDR3 SDRAMs, it is tailored for a close-page policy and the FCFS sche-
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duling algorithm. When an open-page policy and/or reordering scheme are used, the
command scheduling dependencies are changed. Since the dependencies are complex,
it needs signi�cant e�ort to extend the formalization. For the same reason, the formal
analysis approach takes much e�ort to adapt to new memory controllers.

7.1.2.4 Scalability

The scalability of the proposed analysis approaches varies when the memory controller
is con�gured to support di�erent number of requestors with �xed or variable transac-
tion sizes. The formal analysis approach is parameterized to the transaction size and
number of requestors. As a result, it is scalable to deal with di�erent con�gurations of
the memory controller, though it sacri�ces the accuracy of the worst-case bounds. The
approaches based on the MCDF model and the TA model cannot easily scale with dif-
ferent con�gurations. The veri�cation of the TA model takes a long time and consumes
a lot of RAM on the host server to derive the results, when exploring the state space via
model checking with Uppaal. The MCDF model is slightly better in this regard. The rea-
son is that each mode of the MCDF model is a smaller single-rate data�ow (SRDF) graph
that has a deterministic execution behavior, and the transitions between modes are stat-
ically prede�ned. As a result, the state space explored by the MCDF model is smaller
than the TA model. The Heracles [79] tool is used to analyze the WCBW bounds by
converting the MCDF graph into its equivalent SRDF, where the critical cycle is easily
obtained. However, Heracles cannot analyze the WCRT. Moreover, it is an Ericsson in-
ternal tool that is not publicly available to the research community. However, it is worth
noting that MCDF model is very similar to the scenario-aware data�ow (SADF) [95, 101],
which can be analyzed by the open-source tool SDF3 [98].

The veri�cation of the TA model may experience the state-space explosion problem,
and the data�ow graph may be too large to be analyzed. This limits the scalability
of these models. With di�erent con�gurations of our dynamically-scheduled memory
controller, Table C.2 presented in Appendix C collects the time and RAM consumed
by analyzing the MCDF model with Heracles and the veri�cation of the TA model us-
ing Uppaal, respectively. The results demonstrate that on average, the analysis of the
MCDF model is 1150.3 times faster and consumes 97.1% less RAM than the veri�ca-
tion of the TA model. However, Heracles cannot analyze a large number of static mode
sequences (SMSs) capturing the behavior of executing transactions interleaved over dif-
ferent number of banks. As a result, it cannot analyze the case when requestors are
served in a static order, e.g., a TDM manner, which is captured by more speci�c SMSs.
In contrast, the veri�cation of the TA model can easily address the static service order,
since this reduces the size of the state-space. When the arbitration between requestors
is unknown, the state-space is larger and the veri�cation can easily fail, i.e., terminate
when all the RAM of the host server is consumed. In this case, the MCDF model needs
fewer SMSs, and it can analyze the WCBW. The MCDF and TA models thus behave con-
versely. The MCDF model is large (e.g., consisting of around 500 actors and 990 edges)
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but it reduces the state space, resulting in fast run-time; whereas the TA model is com-
pact (e.g., 137 nodes and 186 edges) because of its good expressiveness. However, the
state space is large, leading to a large run-time.

7.1.2.5 Exploitation of Static/System Information

The analysis of the memory controller can give better worst-case bounds when statically
exploiting more information about the memory requestors and the transaction sched-
ule. For example, the TDM arbiter determines a static order of executing transactions.
The formal analysis approach can bene�t from the case where the size of the preced-
ing transaction is known, and obtains 9.3% tighter bound on WCBW according to the
results shown in Figure 4.11. In this way, when the TDM arbiter provides a static order
of transactions, it gains 10% improvement compared to the case when the order is un-
known, i.e., the preceding transaction is unknown as well. However, the MCDF model
and the TA model are able to analyze a complete static sequence of transactions (i.e.,
with particular sizes, types, and physical addresses). Since more static information is
exploited, they provide much better results. For example, the MCDF model achieves
63.2% improvement on the WCBW when the static sequence of transactions from two
requestors is given by the TDM arbiter. The TA model provides 32.8% more WCBW
when the TDM arbiter is used to serve 5 requestors in a HD video and graphic process-
ing system. Note that it is hard to use the same experimental setup for the MCDF model
and the TA model, due to the limitations of their analysis tools. Hence, these numbers
are not comparable.

To exploit even more information of the system, the model of a memory controller
can be integrated into a higher level model to analyze the behavior of a system and
provide better worst-case results. For example, the TA model of a memory controller
could be integrated into another TA model that captures the behavior of the rest of the
system. As a result, a larger TA model can be used to analyze the worst-case execution
time or the minimum throughput of an application, where its tasks or jobs are running
on cores while generating memory transactions. When integrating the MCDF model of
the memory controller into a data�ow model describing the system, new modes must
be created to capture the complex behaviors. It may be too di�cult to obtain the modes
or the �nal MCDF model is too large to be analyzed by Heracles. On contrary, the only
concern for the veri�cation of the TA model is the state-space explosion issue. The rea-
sons are that 1) the SDRAM banks are non-deterministically used, and 2) the command
collisions are unpredictable. However, in a realistic system, the allocation of the banks
to cores are known, e.g., using a static memory mapping. In addition, the large TA model
can also apply the conservative assumption of collision per ACT command to simplify
the model, although this slightly degrades the accuracy of the worst-case results. How-
ever, the large TA model may gain enough bene�ts to o�set this drawback, since more
static information of the system can be exploited.
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7.1.2.6 Simulation, Validation, and Veri�cation

In addition to the worst-case bounds, portability for new memory controllers, and the ex-
ploitation of static/system information, the formal analysis approach, the MCDF model,
and the TA model also provide other features. Firstly, the MCDF and TA models are
executable and support simulation of the memory controller. As a result, these mod-
els can be validated by the cycle-accurate SystemC model of Run-DMC. Moreover, the
analysis of the MCDF model returns the critical cycle corresponding to a sequence of
transactions that cause the WCBW bound. By feeding these transactions to the SystemC
simulator, an identical bandwidth is obtained. Similarly, the veri�cation of the TA model
gives a diagnostic transaction trace, which is a witness of the worst-case bound. This
bound is validated to be tight in the same way. In contrast, the bounds computed by the
formal analysis approach cannot be validated like this. The con�dence in the bounds
can be improved by simulation, where the measured experimental results do not break
the bounds.

7.2 future work

This section introduces two feasible extensions of the work in this thesis. We �rstly
discuss the extension of the proposed formal analysis approach to obtain the optimal
memory mapping for requestors. Secondly, we show how to improve the average per-
formance and the memory utilization using Run-DMC.

7.2.1 Bank-Aware Memory Mapping

A memory requestor typically uses a range of memory addresses, which are mapped
to speci�c locations inside the SDRAM, e.g., a number of banks between which bank
interleaving is employed. However, an issue of bank interleaving is how to statically al-

locate the consecutive banks to a requestor, such that its WCRT is minimized while the

overall WCBW is maximized. This requires an optimal bank-aware memory mapping.
To achieve this goal, an analysis framework is needed, such that the WCRT/WCBW is
analyzed by capturing the transaction size and the allocated banks per requestor, as
well as the service order of requestors speci�ed by a TDM or a RR arbiter. This analy-
sis framework will be an extension of the analytical approach introduced in Chapter 4
from only capturing the preceding transaction size to covering sizes, allocated banks
to requestors, and the service order of requestors. Based on this analysis framework,
a holistic approach can be used to explore the optimal bank allocation and TDM ser-
vice order of requestors with variable transaction sizes, such that the lowest WCRT and
highest WCBW can be obtained.
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7.2.2 Enhancement of SDRAM Utilization with Hybrid Page Policies

SDRAM is a scarce resource and it must be e�ciently used to not only provide good per-
formance, but also reduce cost. However, state-of-the-art real-time memory controllers
have been focusing on providing guaranteed performance, while the memory utilization
has not been given su�cient attention. The basic argument is that guaranteed perfor-
mance can be achieved by sacri�cing memory utilization. An example is bank priva-
tization, which spatially isolates the memory. It prevents the interference of sharing
banks, resulting in predictable performance for the requestor running real-time tasks.
However, many real-time applications are not memory intensive. For example, control
of a mechanical motor typically consists of the procedures of sensing, processing, and
actuation. It does not generate heavy memory tra�c. Moreover, bank privatization does
not support data sharing in SDRAM. For example, Wu et al. [108] add separate queues
in the memory controller to support data sharing when bank privatization is used.

To enhance the SDRAM utilization and provide an e�cient memory sharing mecha-
nism, our dynamically-scheduled memory controller can be extended to use the follow-
ing mechanisms. 1) Banks are allocated to requestors according to their data require-
ments. 2) Since one requestor may not consume the whole capacity of the allocated
bank(s), the banks can also be used by other requestors. 3) To provide good worst-case
performance for real-time applications, a close-page policy will be used. 4) To achieve
good average performance by non-real-time applications, an open-page policy can be
used to exploit page-hits. With this hybrid page policy, guaranteed performance will be
given to real-time applications, while providing best possible average performance for
the rest. In particular, memory banks are shared and the utilization can be increased.
Finally, the timed automata model can be extended to capture this hybrid page policy
and the allocation of SDRAM banks to requestors, where the worst-case results can be
automatically obtained by model checking.
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A
P R O O F O F L E M M A S

a.1 proof of lemma 1

Proof. To prove Lemma 1 that states the �nishing time of a transaction is only deter-
mined by either the �nishing time of the previous transaction, or the scheduling time of
its ACT commands, we only need to iteratively compute the scheduling time of its RD
or WR commands and �nally obtain the scheduling time of the last RD or WR command,
which is de�ned as the �nishing time of the transaction by De�nition 5.

For an arbitrary transaction Ti (i ≥ 0) that has BIi and BCi, its �nishing time tf (Ti)

is shown in Eq. (A.1), which is the scheduling time of its last RD or WR (named RW )
command.

tf (Ti) = t(RWBCi−1
j+BIi−1) (A.1)

According to Eq. (4.3) that gives the scheduling of a RW command, the scheduling time
of the last RW command in Eq. (A.1) is given by Eq. (A.2). We see that this is determined
by the scheduling time of the �rst RW to the same bank.

t(RWBCi−1
j+BIi−1) = t(RW0

j+BIi−1) + (BCi − 1) × tCCD (A.2)

Eq. (4.2) provides the scheduling time of the �rst RW command to a bank, which is
determined by either the scheduling time of the ACT command to the same bank due
to tRCD, or that of the previously scheduled RW command for the same transaction be-
cause of tCCD, which is the last command to the previous bank. As a result, t(RW0

j+BIi−1)
in Eq. (A.2) is derived based on Eq. (4.2), and is shown in Eq. (A.3).

t(RW0
j+BIi−1) = max{t(ACTj+BIi−1) + tRCD, t(RWBCi−1

j+BIi−2) + tCCD} (A.3)

We proceed by combining Eq. (A.1), (A.2) and (A.3) to obtain a new expression of the
�nishing time, as given by Eq. (A.4).

tf (Ti) = max{t(ACTj+BIi−1) + tRCD + (BCi − 1) × tCCD,
t(RWBCi−1

j+BIi−2) + BCi × tCCD}
(A.4)

In the same way, we can compute t(RWBCi−1
j+BIi−2) in Eq. (A.4), and it can be further ex-

pressed by t(ACTj+BIi−2) and t(RWBCi−1
j+BIi−3). We iteratively substitute the scheduling time
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of the last RW command to each bank of transaction Ti, and Eq. (A.5) is derived, which
consists of BIi number of terms.

tf (Ti) = Max
1≤l≤BIi−1

{t(RWBCi−1
j

) + (BIi − 1) × BCi × tCCD,

t(ACTj+l) + tRCD + [(BIi − l) × BCi − 1] × tCCD}
(A.5)

We proceed by substituting t(RWBCi−1
j

) in Eq. (A.5) with the scheduling time of the �rst
RW to the same bank, which is given by Eq. (A.6), and is derived according to Eq. (4.3).

t(RWBCi−1
j

) = t(RW0
j
) + (BCi − 1) × tCCD (A.6)

Furthermore, t(RW0
j
) in Eq. (A.6) can be computed based on Eq. (4.2). As a result, Eq. (A.7)

is obtained. Note that tf (Ti−1) is the �nishing time of the previous transaction Ti−1 that is
also the scheduling time of the last RW command of the previous bank. It was scheduled
just before RW0

j
and the timing constraint between them is tSwitch (given by Eq. (3.2)).

t(RW0
j
) = max{t(ACTj) + tRCD, tf (Ti−1) + tSwitch} (A.7)

By combining Eq. (A.5), (A.6) and (A.7), Eq. (A.8) is derived.

tf (Ti) = Max
0≤l≤BIi−1

{tf (Ti−1) + tSwitch + (BIi × BCi − 1) × tCCD,

t(ACTj+l) + tRCD + [(BIi − l) × BCi − 1] × tCCD}
(A.8)

Hence, for ∀l ∈ [0,BIi − 1], tf (Ti) is expressed by Eq. (A.8). It indicates that tf (Ti)
only depends on the scheduling times of its ACT commands, the �nishing time of Ti−1,
the memory map con�guration in terms of BIi and BCi and the JEDEC-speci�ed timing
constraints, which are constant values. �

a.2 proof of lemma 2

Proof. For ∀l ∈ (bcom,BIi − 1], the scheduling time of the command ACTj+l to bank
bj + l can be obtained from Eq. (4.1). It indicates t(ACTj+l) is determined by t(ACTj+l−1),
t(ACTj+l−4) or t(PREm), where m was the latest bank access number to bank bj + l be-
fore Ti. This lemma can be proved by simplifying Eq. (4.1) to derive the scheduling
time of ACTj+l, which is �nally given by Eq. (A.18). First, a simpli�ed Eq. (A.9) is ob-
tained because of the dominance of t̂(ACTj+l−1) in this case. We proceed by explaining
its derivation.

t̂(ACTj+l) =max{t̂(ACTj+l−1) + tRRD, t̂(PREm) + tRP,
t̂(ACTj+l−4) + tFAW} + C(j + l)

=t̂(ACTj+l−1) + tRRD + C(j + l)

(A.9)
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t̂(ACTj+l−1) dominates in the max{} of Eq. (A.9). We demonstrate this by showing
two relations between the terms in the expression: i) t̂(ACTj+l−1) > t̂(PREm) + tRP. For
∀l > bcom, Eq. (4.1) is employed to derive Eq. (A.10), which shows a later bank access
(larger l) has a larger scheduling time of the ACT command. This is intuitive since the
scheduling algorithm (Algorithm 2) schedules ACT commands in order.

BIi − 1 ≥ ∀l > bcom =⇒ t̂(ACTj+l−1) ≥ t̂(ACTj+bcom ) (A.10)

The command ACTj+bcom is scheduled to bank bj + bcom = bj−1 that is the �nishing bank
of Ti−1. As a result, Eq. (A.11) is derived on the basis of Eq. (4.1). It simply states that a
bank cannot be activated until it has been precharged.

bj + bcom = bj−1 =⇒ t̂(ACTj+bcom ) ≥ t̂(PREj−1) + tRP (A.11)

Moreover, the precharge of a bank is triggered by the auto-precharge �ag appended to
a RD or WR command, which is issued sequentially. Therefore, banks are precharged in
the order of bank accesses, resulting in Eq. (A.12), where the latest access number m for
bank bj + l is smaller than the latest bank access number j − 1. Finally, by substituting
Eq. (A.10), (A.11) and (A.12), we can prove the relation that t̂(ACTj+l−1) > t̂(PREm) + tRP.

∀m < j − 1 =⇒ t̂(PREj−1) > t̂(PREm) (A.12)

ii) t̂(ACTj+l−1) > t̂(ACTj+l−4) + tFAW. According to Eq. (4.4), we can obtain Eq. (A.13),
which shows that the precharging time of a bank is after issuing the last RD or WR

command of a transaction to the same bank.

t̂(PREj−1) ≥ t̂(RWBCi−1−1
j−1 ) + tRWTP (A.13)

With Eq. (4.2) and (4.3) that capture the timing dependencies for a RD or WR command,
Eq. (A.14) is derived and it indicates that the last RD or WR command of a transaction
to a bank is scheduled later than the ACT command to the same bank.

t̂(RWBCi−1−1
j−1 ) ≥ t̂(ACTj−1) + tRCD + (BCi−1 − 1) × tCCD (A.14)

Since ACT commands are scheduled in order by Algorithm 2, the previously scheduled
command ACTj+l−4 (l < 4) was not scheduled later than that of ACTj−1. We can get
Eq. (A.15).

∀l < 4 =⇒ t̂(ACTj−1) ≥ t̂(ACTj+l−4) (A.15)

By combining Eq. (A.13), (A.14), and (A.15), Eq. (A.16) is derived.

t̂(PREj−1) ≥ t̂(ACTj+l−4) + tRCD + (BCi−1 − 1) × tCCD + tRWTP (A.16)
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We now proceed by obtaining Eq. (A.17) based on the combination of Eq. (A.10), (A.11),
and (A.16). Moreover, we can observe tFAW ≤ tRC = tRAS + tRP ≤ tRCD + tRWTP +

tRP for all DDR3 devices from the JEDEC DDR3 timing constraints [53]. Therefore,
t̂(ACTj+l−1) > t̂(ACTj+l−4) + tFAW according to Eq. (A.17), proving the second relation.

t̂(ACTj+l−1) > t̂(ACTj+l−4) + tRCD + (BCi−1 − 1) × tCCD + tRWTP + tRP (A.17)

With the above two reasons, the simpli�ed equation is given by Eq. (A.9). It indicates
the scheduling time of ACTj+l is only determined by that of the previous ACTj+l−1. Based
on Eq. (A.9) and ∀l ∈ (bcom,BIi − 1], we can get Eq. (A.18), which shows the scheduling
time of ACTj+l depends on that of ACTj+bcom . Note that ACTj+bcom was scheduled to the
last bank bj−1 of Ti−1.

t̂(ACTj+l) = t̂(ACTj+bcom ) + [l − bcom] × tRRD +
l∑

l
′=bcom+1

C(j + l′) (A.18)

�

a.3 proof of lemma 3

Proof. To prove the lemma, we have to separate the problem into two pieces by ana-
lyzing the scheduling of commands for Ti to common banks with Ti−1 and to the non-
common banks, respectively. Since Lemma 2 implies the scheduling of ACT commands
to non-common banks is only determined by the scheduling of the ACT command for
Ti to the last common bank, we only need to prove the �rst piece that the scheduling
of ACT commands to common banks is only dependent on Ti−1 in the worst case. The
common banks have been accessed by Ti−1, resulting in worst-case initial bank state
for Ti because of the timing dependencies. Moreover, when BIi−1 < 4, the scheduling
of an ACT command for Ti may be determined by the ACT commands of earlier trans-
actions, e.g., Ti−2 or Ti−3, through the tFAW timing constraint. We hence only need to
prove that these earlier ACT commands cannot dominate in the initial bank state given
by the ALAP command scheduling of Ti−1. Note that BIi−1 ≥ 4 ensures that there were
at least four ACT commands for Ti−1. As a result, the command scheduling of Ti is only
dependent on that of Ti−1 when BIi−1 ≥ 4. So, the following only considers BIi−1 < 4.

We proceed by proving that the scheduling of ACT commands for Ti to common
banks is only dependent on Ti−1. For a common bank bj + l between Ti−1 and Ti where
∀l ∈ [0, bcom], the scheduling time of its ACT command ACTj+l is obtained from Eq. (4.1)
and is shown in Eq. (A.19), which indicates that t̂(ACTj+l) depends on the scheduling
time t̂(ACTj+l−1) of the previous ACT, the scheduling time t̂(PREj−1−(bcom−l) ) of the lat-
est PRE to bank bj + l and the scheduling time t̂(ACTj+l−4) of the fourth previous ACT
command (due to tFAW ). Note that j− 1− (bcom − l) is the latest access number to bank
bj + l according to the ALAP command scheduling of Ti−1. For example, if l = bcom, bank
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bj + l = bj + bcom is the last common bank between Ti−1 and Ti, where its latest access
number is j − 1. Since ACTj+l−1 is a command for Ti or Ti−1 (l = 0) while PREj−1−(bcom−l)
was for Ti−1, only ACTj+l−4 is possible to be a command for earlier transactions, e.g.,
Ti−2 or Ti−3, if BIi−1 < 4. To prove the lemma, we only need to prove t̂(ACTj+l−4) does
not dominate in the max{} of Eq. (A.19), which is then further simpli�ed as shown in
Eq. (A.19).

t̂(ACTj+l) =max{t̂(ACTj+l−1) + tRRD, t̂(PREj−1−(bcom−l) ) + tRP,
t̂(ACTj+l−4) + tFAW} + C(j + l)

=max{t̂(ACTj+l−1) + tRRD, t̂(PREj−1−(bcom−l) ) + tRP}

+ C(j + l)

(A.19)

For ∀l < 4 − BIi−1, ACTj+l−4 is a command for earlier transactions, e.g., Ti−2 or Ti−3
when BIi−1 < 4. We proceed by computing the scheduling time of ACTj+l−4 based on
the ALAP scheduling time of ACT commands for Ti−1, which are given by Eq. (4.7). In
particular, the possible maximum scheduling time of the �rst ACT command of Ti−1 is
obtained by using Eq. (4.7), which is shown in Eq. (A.20).

t̂(ACTj−1−(BIi−1−1) ) =t̂s (Ti) − 1 − tRCD − (BCi−1 − 1) × tCCD
− (BIi−1 − 1) ×max{tRRD,BCi−1 × tCCD}

(A.20)

By conservatively using the minimum time interval tRRD between two successive ACT
commands, Eq. (A.21) is derived, which provides the possible maximum scheduling time
of ACTj+l−4. Moreover, by substituting Eq. (A.20) into Eq. (A.21), an explicit expression
of t̂(ACTj+l−4) is obtained.

t̂(ACTj+l−4) =t̂(ACTj−1−(BIi−1−1) ) − (4 − l − BIi−1) × tRRD

=t̂s (Ti) − 1 − tRCD − (BCi−1 − 1) × tCCD
− (BIi−1 − 1) ×max{tRRD,BCi−1 × tCCD}

− (4 − l − BIi−1) × tRRD

(A.21)

In order to prove that t̂(ACTj+l−4) + tFAW cannot dominate in the max{} of Eq. (A.19), we
only need to prove that t̂(ACTj+l−4)+ tFAW ≤ t̂(PREj−1−(bcom−l) )+ tRP. Since t̂(PREj−1−(bcom−l) )
is given by Eq. (4.8) with assumption that Ti−1 is write while t̂(ACTj+l−4) is provided by
Eq. (A.21), Eq. (A.22) is derived.

t̂(PREj−1−(bcom−l) ) + tRP − [t̂(ACTj+l−4) + tFAW]

= t̂s (Ti) − 1 + tRWTP − (bcom − l) × BCi−1 × tCCD + tRP

− [t̂s (Ti) − 1 − tRCD − (BCi−1 − 1) × tCCD − (BIi−1 − 1)
×max{tRRD,BCi−1 × tCCD} − (4 − l − BIi−1) × tRRD + tFAW]

= tRWTP − (bcom − l) × BCi−1 × tCCD + tRP + tRCD

+ (BCi−1 − 1) × tCCD + (BIi−1 − 1) ×max{tRRD,BCi−1 × tCCD}

+ (4 − l − BIi−1) × tRRD − tFAW

(A.22)
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The result of this equation is non-negative, as the positive terms in Eq. (A.22) cancel
out all the negative ones for the following four reasons: 1) max{tRRD, BCi−1 × tCCD} ≥
BCi−1 × tCCD. 2) bcom − l ≤ BIi−1 − 1 since ∀l ∈ [0, bcom] and bcom = min{BIi−1,BIi} − 1. 3)
the observation from JEDEC DDR3 timing constraints that tFAW ≤ tRWTP+ tRP+ tRCD

for all DDR3 memories with write transaction. 4) l < 4−BIi−1 from the above discussion.
Therefore, t̂(PREj−1−(bcom−l) ) + tRP ≥ t̂(ACTj+l−4) + tFAW, which indicates t(ACTj+l−4)
cannot dominate in the max{} of Eq. (A.19). These earlier ACT commands (ACTj+l−4)
hence cannot dominate in the scheduling of the ACT commands for Ti because of tFAW
in the worst case. Thus, Eq. (A.19) guarantees that the scheduling of ACT commands
for Ti only depends on the maximum possible scheduling time of the previous PRE for
Ti−1 in the worst case or ACTj+l−1 that belongs to Ti−1 for l=0. We can conclude that the
ALAP command scheduling of the previous write transaction Ti−1 is su�cient to give
worst-case initial bank state to Ti. �

a.4 proof of lemma 4

Proof. According to Lemma 1, the �nishing time of a transaction Ti is determined by
the �nishing time of the previous transaction Ti−1 and the scheduling time of all its
ACT commands. Therefore, the worst-case �nishing time of Ti is obtained by using
the worst-case scheduling time (maximum) of its ACT commands, and the maximum
�nishing time of Ti−1 that is t̂f (Ti−1) = t̂s (Ti) − 1 based on Eq. (4.5), where we �x the
worst-case starting time t̂s (Ti) of Ti.

We proceed by obtaining the worst-case scheduling time of the ACT commands for
Ti. Without loss of generality, Ti has BIi and BCi while Ti−1 uses BIi−1 and BCi−1. The
current bank access number is j, and the starting bank of Ti is bj, while the �nishing
bank of Ti−1 is bj−1. This results in bcom = bj−1 − bj. For ∀l ∈ [0,BIi − 1], the worst-case
scheduling time of the ACT command to bank bj + l is denoted by t̂(ACTj+l). It can be
computed with two cases that l ∈ [0, bcom] and l ∈ (bcom,BIi − 1], respectively.

For ∀l ∈ [0, bcom], the ACTj+l command is scheduled to bank bj + l that is a common
bank between Ti and Ti−1. Lemma 3 guarantees that the ALAP scheduling of commands
for the write transaction Ti−1 is su�cient to provide the worst-case initial bank state
for Ti. As a result, the worst-case scheduling time t̂(ACTj+l) can be obtained based on
this worst-case initial states. Eq. (A.19) is hence used to compute t̂(ACTj+l), which indi-
cates that the scheduling time of ACTj+l is either determined by its previous ACTj+l−1
or the latest precharge, PREj−1−(bcom−l) , to the same bank. By iteratively using Eq. (A.19)
to obtain the scheduling time of each ACT command to the common banks, we can de-
rive a new expression of the scheduling time of ACTj+l that is given by Eq. (A.23). Note
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that ∀l′ ∈ [0, l] indexes a bank (bj + l′) that is not accessed later than bank bj + l, since
bj + l

′ ≤ bj + l.

t(ACTj+l) = Max
0≤∀l′≤l

{t(ACTj−1) + (l + 1) × tRRD +
l∑

h=0
C(j + h),

t(PRE
j−1−(bcom−l′) ) + tRP + (l − l′) × tRRD +

l∑
h=l′

C(j + h)}

(A.23)

t(ACTj−1) in Eq. (A.23) is the scheduling time of the last ACT command for Ti−1. Accord-
ing to ALAP scheduling, the worst-case scheduling time t̂(ACTj−1) can be derived based
on Eq. (4.7), and it is given by Eq. (A.24).

t̂(ACTj−1) = t̂s (Ti) − 1 − tRCD − (BCi−1 − 1) × tCCD (A.24)

Moreover, the worst-case scheduling time of PRE
j−1−(bcom−l′) to the common bank bj + l

′

based onALAP scheduling is given by Eq. (4.8). Therefore, by substituting t(ACTj−1) and
t(PRE

j−1−(bcom−l′) ) in Eq. (A.23) with their worst-case scheduling time given by Eq. (A.24)
and Eq. (4.8), we can obtain the worst-case scheduling time of ACTj+l, as shown in
Eq. (A.25).

t̂(ACTj+l) = Max
0≤l′≤l≤bcom

{t̂s (Ti) − 1 − tRCD − (BCi−1 − 1) × tCCD

+ (l + 1) × tRRD +
l∑

h=0
C(j + h),

t̂s (Ti) − 1 + tRWTP − (bcom − l
′) × BCi−1 × tCCD

+ tRP + (l − l′) × tRRD +
l∑

h=l′

C(j + h)}

(A.25)

For ∀l ∈ (bcom,BIi − 1], the ACTj+l command is scheduled to the non-common bank
bj + l. Since Lemma 2 ensures that the scheduling time of an ACT command to a non-
common bank is only determined by that of the ACT command to the last common
bank, Eq. (A.18) is used to compute t(ACTj+l), and it is only dependent on t(ACTj+bcom ).
Eq. (A.25) is used to compute the worst-case scheduling time t(ACTj+bcom ), which is
further substituted into Eq. (A.18). Hence, t̂(ACTj+l) is also derived when∀l ∈ (bcom,BIi −
1].

Finally, we can use t̂f (Ti−1) = t̂s (Ti) − 1 and t̂(ACTj+l) to derive the worst-case �n-
ishing time t̂f (Ti) of Ti based on Lemma 1 (described by Eq. (A.8)). It is described by
Eq. (A.26), where ∀l′[0, bcom] and ∀l ∈ [l′,BIi − 1]. Intuitively, Eq. (A.26) illustrates that
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the worst-case �nishing time of a transaction is dependent on the precharging time of
the common banks with the previous write transaction.

t̂f (Ti) = Max
0≤l′≤bcom ,l′≤l≤BIi−1

{t̂s (Ti) − 1 − (BCi−1 − 1) × tCCD

+ (l + 1) × tRRD + [(BIi − l) × BCi − 1] × tCCD +
l∑

h=0
C(j + h),

t̂s (Ti) − 1 + tRWTP − (bcom − l
′) × BCi−1 × tCCD + tRP + tRCD

+ (l − l′) × tRRD + [(BIi − l) × BCi − 1] × tCCD +
l∑

h=l′

C(j + h),

t̂s (Ti) − 1 + tSwitch + (BIi × BCi − 1) × tCCD}

(A.26)

�

a.5 proof of theorem 1

Proof. Since Lemma 4 provides the worst-case �nishing time of a transaction Ti, we can
hence compute the worst-case execution time (WCET) according to De�nition 7. Then
we only need to simplify the expressions in the equation and obtain the WCET.

Lemma 4 indicates that the worst-case �nishing time t̂f (Ti) depends on its worst-case
starting time t̂s (Ti), the BI and BC used by Ti−1 and Ti, and the JEDEC DDR3 timing
constraints. According to De�nition 7, the WCET is the time between t̂s (Ti) and t̂f (Ti),
and is given by Eq. (A.27).

t̂ET (Ti) = t̂f (Ti) − t̂s (Ti) + 1 (A.27)

Based on Eq. (A.26) that gives the worst-case �nishing time, we further obtain Eq. (A.28)
according to Eq. (A.27) by moving t̂s (Ti) − 1 from the right side to the left of Eq. (A.26).

t̂ET (Ti) = Max
0≤l′≤bcom ,l′≤l≤BIi−1

{−(BCi−1 − 1) × tCCD

+ (l + 1) × tRRD + [(BIi − l) × BCi − 1] × tCCD +
l∑

h=0
C(j + h),

tRWTP − (bcom − l
′) × BCi−1 × tCCD + tRP + tRCD

+ (l − l′) × tRRD + [(BIi − l) × BCi − 1] × tCCD +
l∑

h=l′

C(j + h),

tSwitch + (BIi × BCi − 1) × tCCD}

(A.28)
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Since we conservatively assume there is always scheduling collisions for ACT com-
mands, i.e., C(j + h) = 1, Eq. (A.28) can be simpli�ed based on ∑l

h=0 C(j + h) = l + 1
and ∑l

h=l′
C(j + h) = l − l′ + 1, as shown in Eq. (A.29).

t̂ET (Ti) = Max
0≤l′≤bcom ,l′≤l≤BIi−1

{(BIi × BCi − BCi−1) × tCCD

+ l × (tRRD + 1 − BCi × tCCD) + tRRD + 1,
tRWTP + tRP + tRCD + [BIi × BCi − 1 − bcom × BCi−1] × tCCD + 1
+ l′ × (BCi−1 × tCCD − tRRD − 1) + l × (tRRD + 1 − BCi × tCCD),
tSwitch + (BIi × BCi − 1) × tCCD}

(A.29)

We can observe from Eq. (A.29) that the expressions in the max{} function either linearly
increase or decrease with l and l

′. Therefore, Eq. (A.29) can be further simpli�ed to
obtain t̂ET (Ti) by using both the maximum and minimum values of l and l′ in the max{} of
Eq. (A.29). Since ∀l′[0, bcom] and ∀l ∈ [l′,BIi − 1], we substitute (l′, l) with (0, 0), (0,BIi −
1), (bcom, bcom), and (bcom,BIi − 1) in all the terms of the max{} in Eq. (A.29). t̂ET (Ti) is
further given by Eq. (A.30). Note that some of the terms are removed, since they cannot
dominate in the max{} when deriving Eq. (A.30).

t̂ET (Ti) = max{(BIi × BCi − BCi−1) × tCCD

+ (BIi − 1) × (tRRD + 1 − BCi × tCCD) + tRRD + 1,
tRWTP + tRP + tRCD + [BIi × BCi − 1 − bcom × BCi−1] × tCCD + 1,
tRWTP + tRP + tRCD + [(BIi − bcom) × BCi − 1] × tCCD + 1,
tRWTP + tRP + tRCD + [BCi − 1 − bcom × BCi−1] × tCCD

+ (BIi − 1) × (tRRD + 1) + 1,
tRWTP + tRP + tRCD + (BCi − 1) × tCCD
+ [BIi − 1 − bcom] × (tRRD + 1) + 1,
tSwitch + (BIi × BCi − 1) × tCCD}

(A.30)

Note that bcom = bj−1 − bj and is determined by the size of Ti−1 and Ti, whichever is
smaller, i.e., bcom = min{BIi−1,BIi} − 1. Moreover, some of the expressions in the max{}
of Eq. (A.30) are further simpli�ed according to the observation from JEDEC DDR3



174 bibliography

timing constraints that tSwitch > tRRD + 1 when Ti−1 is a write. The simpli�ed t̂ET (Ti)

is �nally shown in Eq. (A.31).

t̂ET (Ti) = max{(BCi − BCi−1) × tCCD + BIi × (tRRD + 1),
tRWTP + tRP + tRCD + 1
+ [BIi × BCi − 1 − (min{BIi−1,BIi} − 1) × BCi−1] × tCCD,
tRWTP + tRP + tRCD + 1
+ [(BIi − (min{BIi−1,BIi} − 1)) × BCi − 1] × tCCD,
tRWTP + tRP + tRCD + (BIi − 1) × (tRRD + 1) + 1
+ [BCi − 1 − (min{BIi−1,BIi} − 1) × BCi−1] × tCCD,
tRWTP + tRP + tRCD + (BCi − 1) × tCCD
+ [BIi −min{BIi−1,BIi}] × (tRRD + 1) + 1,
tSwitch + (BIi × BCi − 1) × tCCD}

(A.31)

�

a.6 proof of theorem 2

Proof. To prove the WCET of a transaction provided by Theorem 1 monotonically in-
creases with its size, it is only necessary to prove that the WCET monotonically in-
creases with its BI and BC. The WCET of Ti is given by Theorem 1 (i.e., Eq. (A.31)). We
can see that the WCET, t̂ET (Ti), is determined by one of the 6 expressions in the max{}
function, which are all also functions of BIi and BCi. These 6 expressions are denoted
by expr1 to expr6, respectively, corresponding to the expressions from top to bottom in
Eq. (A.31). We proceed by proving the monotonicity for each of them.

Expression 1:
Since expr1(BIi,BCi) = (BCi − BCi−1) × tCCD + BIi × (tRRD + 1), BI′

i
≤ BIi ∧ BC

′
i
≤

BCi =⇒ expr1(BIi,BCi) ≥ expr1(BI′
i
,BC′

i
).

Expression 2:
expr2(BIi,BCi) = tRWTP + tRP + tRCD + 1 + [BIi × BCi − 1 − (min{BIi−1,BIi} − 1) ×

BCi−1] × tCCD.
Case 1: BIi ≤ BIi−1,
BIi ≤ BIi−1 =⇒ expr2(BIi,BCi) = tRWTP + tRP + tRCD + 1 + [BIi × (BCi − BCi−1) +

BCi−1 − 1] × tCCD.
We can observe that expr5 > tRWTP+ tRP+ tRCD+ (BCi − 1) × tCCD+ 1 in this case

for any BIi and BCi. As a result, expr2 can dominate the max{} function of Eq. (A.31) only
if the given BIi and BCi cannot make it smaller than tRWTP + tRP + tRCD + (BCi − 1) ×
tCCD + 1. Therefore, BCi ≥ BCi−1 is a necessary condition for expr2. On this condition,
we can derive expr2(BIi,BCi) ≥ expr2(BI′

i
,BC′

i
), where BI

′
i
≤ BIi and BC

′
i
≤ BCi.
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Case 2: BIi > BIi−1,
BIi > BIi−1 =⇒ min{BIi−1,BIi} = BIi−1 =⇒ expr2(BIi,BCi) = tRWTP+ tRP+ tRCD+

1 + [BIi × BCi − 1 − (BIi−1 − 1) × BCi−1] × tCCD.
For this expression, it follows that expr2(BIi,BCi) ≥ expr2(BI′

i
,BC′

i
) if BI′

i
≤ BIi and

BC
′
i
≤ BCi in this case.

With these two cases, when expr2 dominates the max{} function of Eq. (A.31), there
is expr2(BIi,BCi) ≥ expr2(BI′

i
,BC′

i
), where BI

′
i
≤ BIi and BC

′
i
≤ BCi.

Expression 3:
expr3(BIi,BCi) = tRWTP + tRP + tRCD + 1 + [(BIi − (min{BIi−1,BIi} − 1)) × BCi − 1] ×

tCCD. For this expression, there are again two cases, where the theorem follows straight-
forwardly for both of them.
Case 1: BIi ≤ BIi−1,
expr3(BIi,BCi) = tRWTP+ tRP+ tRCD+ 1+ (BCi − 1) × tCCD. As a result, BI′

i
≤ BIi ∧

BC
′
i
≤ BCi =⇒ expr3(BIi,BCi) ≥ expr3(BI′

i
,BC′

i
).

Case 2: BIi > BIi−1,
expr3(BIi,BCi) = tRWTP + tRP + tRCD + 1 + [(BIi − BIi−1 + 1) × BCi − 1] × tCCD. So,

BI
′
i
≤ BIi ∧ BC

′
i
≤ BCi =⇒ expr3(BIi,BCi) ≥ expr3(BI′

i
,BC′

i
).

According to these two cases, there is expr3(BIi,BCi) ≥ expr3(BI′
i
,BC′

i
), where BI

′
i
≤

BIi and BC
′
i
≤ BCi.

Expression 4, 5, and 6:
With a similar discussion as for Expression 2, we can conclude that expr4 monoton-

ically increases with BIi and BCi. This conclusion also holds for expr5 if it is analyzed in
the same way as Expression 3, while expr6 can be discussed similarly to Expression
1. The detailed derivation is not shown here for brevity. �

a.7 proof of lemma 5

Proof. For a given DataSize, there is DataSize = ∑
∀T∈T S (T ) and its maximum execution

time is Max
∀T
∑
∀T∈T tET (T ), which can be obtained by verifying the bound of the clock

WCRT with the observer TA shown in Figure 6.5(b). For ∀N > 1, the larger data size
DataSize

′ = N × DataSize =
∑
∀T∈T ′ S (T ) corresponding to trace T ′, and its maximum

execution time is Max
∀T ′
∑
∀T∈T ′ tET (T ). Conservatively, we obtain Eq. (A.32), since the

transaction traceT ′ generates N times more data than the traceT . Therefore, Eq. (A.33)
is derived, which shows that better WCBW can be obtained when verifying with larger
data size. Intuitively, larger amount of data is generated by more transactions, where
more pipelining between transactions can be exploited to achieve better WCBW. When
N approaches +∞, we get the long-term WCBW, which is given by Eq. (A.34). Accord-
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ing to Eq. (A.33), we can conclude that the ˆbw (DataSize) of any given DataSize is a
conservative lower bound for the long-term WCBW.

Max
∀T ′

∑
∀T∈T ′

tET (T ) ≤ N ×Max
∀T

∑
∀T∈T

tET (T ) (A.32)

ˆbw (N ×DataSize) =
N ×DataSize

Max
∀T ′
∑
∀T∈T ′ tET (T )

≥
N ×DataSize

N ×Max
∀T
∑
∀T∈T tET (T )

≥ ˆbw (DataSize)

(A.33)

ˆbw = lim
N→+∞

ˆbw (N ×DataSize)

≥ ˆbw (DataSize)
(A.34)

�



B
S Y S T E M D E C L A R AT I O N S F O R T I M E D A U T O M ATA M O D E L

b.1 intuitive timed automata model

// Place template instantiations here.
Src = Source();

ACTScheduler := ActScheduler();

RAS0 = RAS(0);
RAS1 = RAS(1);
RAS2 = RAS(2);
RAS3 = RAS(3);
RAS4 = RAS(4);
RAS5 = RAS(5);
RAS6 = RAS(6);
RAS7 = RAS(7);

FAW0 = FAW(0);
FAW1 = FAW(1);
FAW2 = FAW(2);
FAW3 = FAW(3);

RRD0 = RRD();

RCD0 := RCD(0);
RCD1 := RCD(1);
RCD2 := RCD(2);
RCD3 := RCD(3);
RCD4 := RCD(4);
RCD5 := RCD(5);
RCD6 := RCD(6);
RCD7 := RCD(7);
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RWScheduler := RwScheduler();

PRE0 := PRE(0);
PRE1 := PRE(1);
PRE2 := PRE(2);
PRE3 := PRE(3);
PRE4 := PRE(4);
PRE5 := PRE(5);
PRE6 := PRE(6);
PRE7 := PRE(7);

RWTP0 := RWTP(0);
RWTP1 := RWTP(1);
RWTP2 := RWTP(2);
RWTP3 := RWTP(3);
RWTP4 := RWTP(4);
RWTP5 := RWTP(5);
RWTP6 := RWTP(6);
RWTP7 := RWTP(7);

CCD0 := CCD();
RWCounter := SWCounter();

CMDBUS := CmdBus();
TDMBUS := TDM();
MeMAP = MemMap();

//List one or more processes to be composed into a system.
system
Src, TDMBUS, MeMAP, ACTScheduler, RWScheduler, CMDBUS, RWCounter,
RCD0, RCD1, RCD2, RCD3, RCD4, RCD5, RCD6, RCD7,
RAS0, RAS1, RAS2, RAS3, RAS4, RAS5, RAS6, RAS7,
PRE0, PRE1, PRE2, PRE3, PRE4, PRE5, PRE6, PRE7,
RWTP0, RWTP1, RWTP2, RWTP3, RWTP4, RWTP5, RWTP6, RWTP7,
FAW0, FAW1, FAW2, FAW3, RRD0, CCD0;

b.2 simplified timed automata model

// Place template instantiations here.
Src = Source();
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ACTScheduler := ActScheduler();

FAW0 = FAW(0);
FAW1 = FAW(1);
FAW2 = FAW(2);
FAW3 = FAW(3);

RRD0 = RRD();

RCD0 := RCD(0);
RCD1 := RCD(1);

RWScheduler := RwScheduler();

PRE0 := PREScheduler(0);
PRE1 := PREScheduler(1);
PRE2 := PREScheduler(2);
PRE3 := PREScheduler(3);
PRE4 := PREScheduler(4);
PRE5 := PREScheduler(5);
PRE6 := PREScheduler(6);
PRE7 := PREScheduler(7);

CCD0 := CCD();
RWCounter := SWCounter();

CMDBUS := CmdBus();
TDMBUS := TDM();
MeMAP := MemMap();

//List one or more processes to be composed into a system.
system
Src, TDMBUS, MeMAP, ACTScheduler, RWScheduler,
CMDBUS, RWCounter, RCD0, RCD1,
PRE0, PRE1, PRE2, PRE3, PRE4, PRE5, PRE6, PRE7,
FAW0, FAW1, FAW2, FAW3, RRD0, CCD0;





C
S C A L A B I L I T Y O F M O D E - C O N T R O L L E D D ATA F L O W A N D T I M E D
A U T O M ATA

A memory controller can be con�gured to support a di�erent number of requestors with
a �xed transaction size or variable sizes, respectively. In our experiments, the �xed trans-
action size includes 16 bytes, 32 bytes, 64 bytes, 128 bytes, and 256 bytes. When mixing
some of these sizes, the cases of variable sizes are obtained. Table C.1 provides 8 cases
when the memory controller serves requestors with variable sizes. In particular, the re-
questors can be served by a TDM arbiter that speci�es a static order, as described by
the arrows in Table C.1. When the arbiter is unknown, requestors can be served in any
order. For example, when two requestors Req_0 and Req_1 are served by an unknown
arbiter, the order is denoted as "Req_0 | Req_1". In this case, we can only analyze the
WCBW, while the WCRT of a transaction cannot be analyzed because the number of
the preceding transactions is unpredictable, as indicated with "n/a" in Table C.2.

Experiments are carried out to analyze the worst-case bandwidth (WCBW) and/or
worst-case response time (WCRT) using the mode-controlled data�ow (MCDF) model
and the timed automata (TA) model, respectively. To fairly compare the time and RAM
used by the MCDF model and the TA model, the same server is used. The server con-
sists of 125 GB usable RAM and 24 Intel Xeon(R) CPUs running at 2.1 GHz, and it uses
a CentOS 6.8 system. Table C.2 presents the time and RAM consumed by analyzing the
MCDF model with Heracles and verifying properties of the TA model using Uppaal,
respectively. Moreover, it also provides the worst-case results if the analysis or veri�-
cation is successful. Otherwise, it indicates "failed" and also shows the time and RAM
usage when the analysis or veri�cation fails.
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Table C.1: Di�erent con�gurations for Run-DMC with variable sizes.

Con�guration Requestor: transaction size (bytes) Arbitration & Service Order

Case 1 Req_0: 128, Req_1: 128, Req_2: 128,
Req_3: 64, Req_4: 64

Unknown; Req_0 | Req_1 | Req_2 |
Req_3 | Req_4

Case 2 Req_0: 128, Req_1: 128, Req_2: 128,
Req_3: 64, Req_4: 64

TDM; Req_0→ Req_1→ Req_2→
Req_3→ Req_4

Case 3 Req_0: 256, Req_1: 128, Req_2: 64,
Req_3: 32, Req_4: 16

Unknown; Req_0 | Req_1 | Req_2 |
Req_3 | Req_4

Case 4 Req_0: 256, Req_1: 128, Req_2: 64,
Req_3: 32, Req_4: 16

TDM; Req_0→ Req_1→ Req_2→
Req_3→ Req_4

Case 5 Req_0: 256, Req_1: 128, Req_2: 64,
Req_3: 32

Unknown; Req_0 | Req_1 | Req_2 |
Req_3

Case 6 Req_0: 256, Req_1: 128, Req_2: 64,
Req_3: 32

TDM; Req_0→ Req_1→ Req_2→
Req_3

Case 7 Req_1: 128, Req_2: 64 Unknown; Req_0 | Req_1
Case 8 Req_1: 128, Req_2: 64 TDM; Req_0→ Req_1
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