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S U M M A R Y

E�cient In-Situ Delay Monitoring for Chip Health Tracking

The growing use of digital integrated circuits in safety-critical applications together

with variability issues of the technology scaling trends necessitate reliability awareness

in digital circuits. Timing is one of the main concerns for the reliability of digital circuits

as correct timing is important for the correct operation of the circuits. This thesis in-

vestigates techniques to realize an e�cient and reliable chip health tracking technique

based on monitoring circuit timing.

Continuous tracking of chip health status is essential to minimize the risk of fail-

ure. Therefore, the demanding chip-health tracking technique must be real-time, i.e., it

should run in parallel to the main workload and it must predict failure. Besides, to make

sure that the chip-health tracking system is reliable itself, it must provide enough cover-

age of critical circuit components. Otherwise, it fails to report a problem in the system.

The technique must be also cost-e�cient to make sure that the bene�ts of technology

scaling are preserved. Moreover, the proposed solution must be able to be integrated

into the standard IC design �ow.

Based on these requirements, the main goal of this thesis is to develop an e�cient

technique for timing reliability of digital circuits. Following this goal, some contribu-

tions are made in this thesis.

More Accurate TimingModel: Accurate modeling of circuit timing and its unrelia-

bility e�ects are essential for developing a well-founded chip health tracking technique.

A novel timing model is proposed for sequential components of the digital circuit (i.e.,

�ip-�ops). The proposed model takes the inter-dependency of timing constraints into

account with more accuracy and less characterization e�ort and it is integrated into the

timing analysis �ow. Moreover, a new procedure is proposed for modeling the timing

unreliability in standard IC design and timing analysis tools.

E�ective In-Situ Delay Monitoring: In-situ delay monitoring is an advanced tech-

nique to sense timing slacks. A new in-situ delay monitoring technique is proposed in

this thesis that inserts the monitors at particular circuit nodes to achieve cost reduction

and increase coverage. With the new technique, the cost per monitor and the number

of monitors are reduced, and the coverage and protectiveness of slack monitoring are

improved.

Novel Chip-Health Tracking System: In sharp contrast to the conventional deter-

ministic approach that does not take advantage of the underlying hardware in the most

e�cient way, a new chip health tracking is proposed which is based on a probabilistic

approach. The probability of monitor excitation is captured as an indication of slack

ix



values and delay degradation. Hence, by analyzing the monitor excitation rate, more

information about delay degradation is extracted from each in-situ delay monitor.

Within-Cycle Error Avoidance Technique: A new timing speculation system is

proposed in this thesis that masks the detected faults and avoids timing errors within

one clock cycle. This error avoidance is necessary for increasing the reliability of the

proposed chip health tracking technique for safety-critical applications. In this way, the

failure risk is minimized by avoiding the occurrence of timing errors.
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“Shallow men believe in luck or in circumstance.
Strong men believe in cause and e�ect.”

— Ralph Waldo Emerson, The Conduct of Life, 1980

1
I N T R O D U C T I O N

Electronic systems are so widespread that it is impossible to �nd a piece of equipment

that is not produced with them or does not contain them. Most of the electronic systems

nowadays use semiconductor components. The advances in semiconductor technology

have certainly been one of the key elements in making Apple, Alphabet (the parent

company of Google), and Microsoft the top three largest companies of America as mea-

sured by market capitalization today [3]. Fig. 1.1 shows the largest �rms of America

over the past century. In 1917, more than 40% of America’s largest companies (ranked

by assets), were oil, steel or mining-related companies [1]. The invention of the tran-

sistor, as an alternative for the vacuum tubes, was announced on July 1, 1948, on New

York Times, reported as “a device called a transistor, which has several applications in

radio where a vacuum tube ordinarily is employed” [4]. In 1964, IBM introduced the

industry’s �rst high-volume, automatic, micro-miniature production of semiconductor

circuits (Solid Logic Technology) [5]. Three years later, the most valuable company in

America was IBM. Although IBM was the only technology company in that time, the

technology �rm was the second largest �rm in America in 1967, as shown in Fig. 1.1. On

July 18, 1968, Robert Noyce and Gordon Moore founded Intel, and three years later, In-

tel created the world’s �rst commercially available microprocessor chip (Intel 4004) [6].

This microprocessor was built in 10µm semiconductor process technology and included

2300 transistors [7]. The semiconductor industry continued to advance with exponential

growth in the number of transistors that are integrable into a circuit. This exponential

growth has been asserted by the well-known Moore’s law which states that in a dense

Integrated Circuit (IC), the number of transistors doubles about every 18 months at the

same cost. In practice, it meant that the number of calculations per second per $1 raised

from 728.6 in 1973 to 133300 in 1998 [8]. In 2017, Qualcomm introduced the world’s

�rst 10nm server processor (Centriq 2400) which has ∼7.8 million times more transis-

tors inside compared to Intel 4004 [9]. As shown in Fig. 1.1, in 2017 America’s largest

�rm by sector is technology. Today, with adjusting for in�ation, Apple is worth more

than twice what IBM was worth �fty years ago [1].

1
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Figure 1.1: America’s largest �rms by sector in 1917, 1967, and 2017 [1].

The human’s life has mainly been a�ected by industrialization, and the development

of automation is inherent to industrialization because industrialization is de�ned to be

the replacement of human or animal power by mechanical power [10]. A control system,

as a necessary element of an automated system, is nowadays based on digital computers

to perform the control calculations and transmit the proper commands [11]. Semicon-

ductor technology scaling has been a�ecting human’s life by making the computations

faster, more power e�cient, and cheaper [12]. However, technology scaling faces many

challenges, including reliability [13].

The reliability of a system is connected with its failure rate [14]. The bathtub curves

that are shown in Fig. 1.2 illustrate the e�ect of technology scaling on the failure rate

of ICs. The bathtub curve is, in fact, the composition of three curves: early failures, con-

stant failures, and wear-out failures. Depending on the dominance of each failure rate

curve, the lifetime of the circuit is divided into three phases: Burn-in phase, normal life,

and wear-out phase. The failure rate is high in the burn-in phase, mainly because of

manufacturing defects, process variations, and design mistakes [14] [15]. The increased

integration of transistors with technology scaling raises the rate of manufacturing de-

fects, increases the spread in parameters of transistors and interconnects, and makes

design more complicated [12]. During the normal life phase, the failure rate remains

constant. In this phase, failures typically show themselves as temporary malfunctioning

that happens randomly [14]. With technology scaling, the rate of these failures during

the normal life period increases [12]. In the �nal phase of the lifetime, the failure rate

increases due to silicon aging e�ects which cause permanent malfunctioning [14]. Sil-

icon aging e�ects have become more pronounced in the scaled technology nodes [14].

These reliability issues have become critical considering the use of electronic systems

in safety-critical applications.

Safety-critical systems are the systems which their failure causes injury or death,

e.g., medical, automotive, or aviation systems. The use of electronic systems in safety-
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Figure 1.2: The e�ect of technology scaling on the failure rate bathtub curve [2].

critical applications has become more popular over the years as shown by the following

examples. A variety of parameters are regulated and monitored by electronic systems in

a heart-lung machine to perform the oxygenation and pumping functions properly [16].

The modern radiation therapy machines rely on electronic systems to design patient-

speci�c parameters to collimate and direct radiation beams for treating localized cancer,

considering that excessive radiation is life-threatening [17]. In a modern passenger car,

Advanced Driver Assistance Systems (ADAS) take care of some safety-related features

such as adaptive cruise control, lane change assistance, and collision avoidance [18].

Without the Fly-By-Wire (FBW) system, many modern airplanes would not be able to

�y. FBW replaces the traditional �ight control interface, which is mechanical, with the

electronic interface to reduce mechanical complexity and saving weight [19]. These

examples not only show the importance of reliability in electronic systems but also

they imply the importance of having a mechanism that can report the reliability status

of the system while it is working.

Considering the importance of reliability in electronic systems (especially for safety-

critical applications) this thesis is about �nding an e�cient way to make systems aware

of their reliability. In what follows, the reliability issues of digital ICs are brie�y re-

viewed, and timing unreliability is explained. Then, we state the problem that this thesis

addresses. The requirements of the solution to this problem are explained next. The state

of the art solutions are then surveyed. Then, the contributions of this thesis are clearly

explained. And �nally, this chapter is concluded by outlining the rest of the chapters of

this thesis.

1.1 reliability of digital ICs

Digital circuits are essential components of electronic systems. They allow us to im-

plement algorithmic solutions, such as signal processing, communication, and control
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algorithms. Digital circuits take more advantage of technology scaling compared to their

analog and RF counterparts [20], and reliability is the main issue that they face in the

advanced process nodes. In this section, the critical reliability concepts that are used

in this thesis are de�ned �rst. Then the sources of reliability issues for digital circuits

are investigated. Finally, timing reliability as one of the primary requirement in digital

circuits is explained.

1.1.1 De�nitions

To de�ne the terms more clearly, an example which implements the following function

is considered

Y = a ×X +b, (1.1)

where X and Y are input and output, respectively, while a and b are constants. The

system is therefore made up of multiplication by constant a and addition to constant b.

Aphysical source is the natural source of a reliability problem, i.e., it is the root cause of

the problem. Due to this e�ect, a faultmay appear in the system as a “weakness, blemish

or shortcoming of a particular hardware component or unit” [21]. In the example system,

a fault means malfunctioning of the adder or multiplier or changing the constants a

and b. A fault can manifest itself in the system as an error, which is a deviation from

the correctness of information inside the system [21]. In the example system, if a fault

changes a, and the rest of the system is not faulty, the error does not happen as long

as X = 0, while for other inputs, the fault manifests in the system as an error. Finally,

a system failure occurs if it does not implement the intended function as a result of

an error. In the example system, any deviation from the intended output according to

(1.1) is considered as a failure for the system. Consequently, there is a cause-and-e�ect

relationship between the physical source, fault, error, and failure.

Reliability is one of the most straightforward terms in the �eld with a quantitative

de�nition. The reliability R(t) is de�ned for a system as the probability of its correct

operation during the time interval [0, t] assuming that the system is operating correctly

at time 0 [14]. In electronic systems, reliability is often modelled as a function of failure

rate λ (shown in Fig.1.2) [14]

R(t) = e−λt . (1.2)

According to (1.2), an electronic system is more reliable if the failure rate in that system

is lower. The reliability status of a system can be tracked by sensing the physical sources

of the problem, or by detecting faults or errors, or by observing system failure.

Resilience is de�ned as the “ability to deliver correct service adapting to disturbance,

disruption, and change within speci�ed time constraints” [21]. Therefore, a resilient

system is inherently elastic and can adapt itself such that failure is avoided.
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Figure 1.3: Cause-and-e�ect chain of timing unreliability.

1.1.2 Delay-Fault and Timing Unreliability

Digital circuits work based on logical operations which must be performed with appro-

priate timings. The logical operations are performed through logical gates that are based

on compositions of transistors. The delays of logical gates and the wires which connect

them are analyzed with design tools, and the selection of circuit structure and gates is

made based on the speci�ed design constraints. The design style of digital circuits is

predominantly synchronous. A synchronous design is based on logical gates, memory

elements, and a clock signal that regulates the timing in the circuit. The data which

propagates inside a digital circuit can become erroneous if the circuit delays change

such that the timing regulation which is imposed by the clock signal is violated, i.e., a

timing error happens. If the timing error changes the functionality of the circuit, the

circuit fails to perform its intended function. Therefore, it is essential to make sure that

the circuit timing is reliable. Traditionally, the circuits are over-designed to make sure

that their timings are reliable. This over-design approach is based on pessimistic timing

characteristics at the design time.

The cause-and-e�ect chain of timing unreliability is shown in Fig. 1.3. Process vari-

ations, voltage drop, and temperature variations can be the physical sources of delay

degradation in circuit components. Furthermore, silicon aging e�ects can increase the

delays of the circuit components over time. Delay degradation is the fault which causes

timing error in digital circuits. If timing errors are not prevented, they may result in sys-

tem failure. The cause-and-e�ect chain of timing unreliability guides us towards tech-

niques to increase the reliability of digital circuits and monitor their reliability (status)

e�ectively.
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1.1.3 Physical Sources of Timing Unreliability

The main physical sources that cause timing unreliability problems for the timing of

digital circuits are variability and silicon aging e�ects. In this section, these e�ects are

brie�y reviewed.

The sources of variability are process and environmental variations [12, 22]. Process
variations are due to the manufacturing process, while environmental variations
a�ect the circuit when it is operating [22]. Variability causes deviations in the character-

istics of circuit components. Extreme conditions are assumed at the design time to have

a circuit which is reliable even in the presence of these e�ects. Alternatively, variabil-

ity e�ects are modeled more precisely with a statistical approach to reduce the inherent

pessimism of extreme condition assumption [22]. The environmental variations include

temperature and supply voltage. The design should ideally work at the designed voltage,

but due to e�ects like tolerance of voltage regulators, IR drops, or noise, the operating

voltage can change. Similarly, the operating temperature of the circuit can change due

to its environmental temperature or its own activity. The variations of temperature and

supply voltage a�ect the characteristics of the circuit components. Technology scaling

magni�es the sensitivity of circuit components to the environmental variations [23].

The e�ects of process variations are divided into global and local factors. Global pro-

cess variations a�ect the parameters of all components of a die in the same way, while

the e�ects of local process variations vary across the components of the same die. In [15],

the global and local variability e�ects are characterized by inverter-based Ring Oscilla-
tors (RO) in di�erent technology nodes. The results of their experiments are plotted in

Fig. 1.4-(a) for 7-stage inverter RO and 29-stage inverter RO. As can be observed, global

variations had a decreasing trend until 65nm while, and it increased again in the 40nm

process node. On the other hand, the e�ect of local variations has been monotonically

increasing with technology scaling trend. Traditional sources of process variations, such

as mask o�sets, mainly cause the global variation e�ects [24] while entering into atomic

sizes with technology scaling magni�es the local variations. In Fig. 1.4-(b), the primary

sources of local process variations in the smaller technology nodes are shown. The �rst

e�ect is called Line Edge Roughness (LER), and it explains the �uctuations in lines due to

the lithography limitations in the fabrication process. The other e�ect is called Random
Dopant Fluctuations (RDF) which is about the �uctuations in the number of dopant atoms

(which is a discrete number) inside the channel of transistors. Shrinking the sizes with

technology scaling increases the relative e�ect of these �uctuations on the parameters

of circuit components [24] [15].

Silicon aging e�ects are temporal reliability issues, i.e., they cause change in the char-

acteristics of circuit components over its lifetime. The extent of these e�ects depends on

the stress factors (i.e., working conditions of the circuits) and time. Some silicon aging

e�ects manifest themselves by changing the performance parameters of the circuit (e.g.,

power or delays) gradually, while others lead to abrupt malfunctioning. Technology scal-



1.2 problem statement 7

(a) (b)

N
+

N
+

P-sub

channel

dopant atom

edge rougness

Figure 1.4: Variation e�ects. (a) The e�ect of process variations on inverter-based ROs with 7 and

29 stages in di�erent technology nodes. (b) Cross-section of a transistor illustrating the

roughness in the channel edges and the randomly placed dopant atoms inside channel.

ing has increased the e�ects of silicon aging [15, 24, 25]. The most severe silicon aging

e�ects in sub-90nm technologies are Time-Dependent Dielectric Breakdown (TDDB), Hot
Carrier Injection (HCI), Bias Temperature Instability (BTI), and Electromigration (EM) [25].

TDDB, HCI, and BTI e�ects are sources of unreliability for transistors, while EM a�ects

circuit wires. TDDB and EM cause circuit breakdown abruptly, while BTI and HCI a�ect

circuit timing gradually [15].

1.2 problem statement

Reliability of electronic systems is getting harder due to the technology scaling trends

and challenges. Furthermore, the growing use of electronic systems in safety-critical ap-

plications intensi�es the necessity of reliability awareness in electronic systems. Digital

ICs are the typical component of almost all electronic systems, and they take the most

advantage of technology scaling. However, the physical sources of unreliability, such

as silicon aging and variability, challenge their reliability. Timing is one of the main

concerns for the reliability of digital circuits as correct timing is important for correct

operation of the circuits. Monitoring the timing reliability of digital circuits is therefore

essential. This thesis investigates techniques to realize an e�cient and reliable chip

health tracking technique. The problem statement for this work is, therefore: How to
monitor the timing reliability of a digital circuit provided that the solution must 1) be reli-
able considering variability e�ects, 2) be cost-e�cient to preserve the bene�ts of technology
scaling, and 3) predict failures to avoid them, required in safety-critical applications.
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1.3 reqirements

Based on the problem statement, the following requirements are set for the demanding

chip health tracking solution.

1.3.1 Real-Time

Continuous tracking of chip health status is essential to minimize the risk of failure. In

safety-critical applications, the system must be checked during its operation because

any risk of failure must be minimized in these applications. Therefore being able to per-

form continuous chip health tracking during operation (i.e., being real-time) is another

requirement for the demanding chip health tracking technique.

For real-time chip health tracking, the tracking mechanism must run in parallel to

the main workload of the circuit, i.e., the technique is not allowed to stop the system.

Furthermore, the technique must be predictive of system failure, rather than being a

detective technique. Being predictive allows minimizing the probability of failure by

having some time to avoid failure. On the other hand, the detection-based approach tries

to compensate for the failure e�ects, which is expensive and unacceptable for safety-

critical systems. Since circuits are typically over-designed to be reliable, if the technique

can report the available margin, it can predict the future failures, i.e., if the margin is

low (high), the chance of failure is high (low).

1.3.2 High Coverage

The demanding chip health tracking technique can be seen as a system itself. The ex-

pected functionality of the system is to report all faults in the monitored system. The

health tracking system fails when it does not report a fault in the monitored system,

while the fault exists in reality. Hence, a reliable chip health tracking system must have

high enough coverage. The de�nition of coverage here is similar to the de�nition of

test coverage for Design for Test (DfT) techniques. In DfT techniques, the probability of

a chip with fault not passing the tests is (1-T) where T is the test coverage. Therefore,

it is necessary for a demanding chip health tracking technique to observe faults in all

critical components of the circuit without missing any of them.

1.3.3 Cost-E�cient

Technology scaling has enabled digital circuits to be faster, more power e�cient, and

smaller. Any solution for the reliability problem which is faced by technology scaling

must be cost-e�cient in terms of speed, power, and area overheads. Otherwise, the bene-

�ts of technology scaling can diminish substantially. Therefore, one of the requirements
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for the demanding chip health tracking is being cost-e�cient in terms of speed, power,

and area overheads.

1.3.4 Integrable in Standard IC Design Flow

The proposed solution for chip health tracking must be able to be integrated into the

standard IC design �ow. For this purpose, the technique must be based on a solid un-

derstanding of circuit timing and reliability models. Furthermore, the technique must

be developed based on the standard IC design �ow and the capabilities of industrial IC

design tools. Otherwise, the reliability and practical feasibility of the technique are not

appealing.

1.4 state of the art

In this section, the state of the art in monitoring the timing reliability of digital circuits

is reviewed. Based on what which is sensed in the cause-and-e�ect chain of timing

unreliability (see Fig. 1.3), the state of the art is classi�ed as follows:

• Physical source sensing techniques: The techniques in this category sense the

physical source of timing unreliability, i.e., process, voltage, and temperature vari-

ations, and aging e�ects.

• Delay-fault sensing techniques: The techniques in this category aim to sense de-

viations of delay characteristics in digital circuits.

• Timing error sensing techniques: The techniques in this category check if the

data has become invalid due to timing error.

In Fig. 1.5, the categories of related works are illustrated. In what follows, the related

works in each of these categories are reviewed and assessed based on the set of require-

ments that were discussed before.

1.4.1 Physical Source Sensing Techniques

The e�ect of process variations on circuit performance is traditionally captured with

worst-case assumptions for delays, i.e., adding timing margin. However, considering

the worst-case delays imposes design costs in terms of power and area to meet a target

speed for the circuit. The e�ects of process variations on the circuit performance are cap-

tured by employing either RO circuits [26, 27] or sensing the parameters of transistors

such as threshold voltage [28–31]. Adding timing margins has also been the traditional

way to address supply voltage variations. Supply voltage sensors are employed to re-

duce the cost of traditional over-design approach. In [32], the supply voltage sensors

are categorized into three groups: Based on comparison to an external reference [33],

over/under-shoot-detection-based [34], and Delay-based [35]. Furthermore, novel tech-

niques like [36] predict dynamic delay variation due to the voltage drop caused by work-
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Figure 1.5: The categorization of state of the art works in timing unreliability monitoring.

load variations with machine learning models. Due to the considerable e�ect of temper-

ature variation on the circuit parameters, and the importance of temperature for circuit

reliability, design of temperature sensors with high sensitivity has been extensively re-

searched. Similar to process variation sensors, the existing temperature sensors are RO

based (see, e.g. [37–39], or based on sensing the transistor parameters such as drain cur-

rent (see, e.g. [40–42]. The cause of silicon aging e�ects is some speci�c physical stress

on the transistors, e.g., temperature and voltage. Techniques that sense the silicon ag-

ing e�ects on circuit timing are either based on sensing the stress factors [43–46] or the

extent of which the parameters of a transistor [47] (or the frequency of a RO [48]) under

stress is degraded.

The techniques which are based on sensing the physical source of timing unreliabil-

ity use sensors which are smaller than the main circuit. Therefore, the area, speed and

power cost of these techniques are modest. Furthermore, since these techniques do not

intrude the main design, their functionality does not require stopping the main circuit,

and they can perform real-time chip health tracking in parallel to the main workload.

Since these techniques are based on sensing the cause of timing unreliability, they are

inherently predictive. Furthermore, the sensors can be designed to be more pessimistic

and report the problem before the main circuit fails. Integration of the sensors in the

standard IC design �ow is not challenging as they can be considered like any other
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standard macro which is instantiated and physically placed and routed inside the de-

sign. However, the coverage of physical source sensors is minimal because they are not

truly part of the main circuit and have limited accuracy in sensing the actual timing

degradation of circuit components.

1.4.2 Delay-Fault Sensing Techniques

Any deviations from operational delay values of circuit components must be sensed to

detect delay-faults in a circuit. There are three approaches to sense delay-faults: replica-

based, delay testing, and slack monitoring.

In the replica-based techniques (see, e.g. [49–51], the critical timing components of

the circuit are replicated, and their delays are measured. The main challenge in these

works is the proper selection of critical components at the design time [52]. That is

because replicating too many components of the circuit can annul the main advantage

of this approach which is being low-cost in terms of power, area, and speed. Similar

to physical source sensing techniques, the replica-based techniques can run in parallel

to the main design, but they are less predictive than those techniques. Integrating the

replica-based techniques is challenging because the timing-critical components of the

circuit are identi�ed at the very late design stages which means that the sensing circuitry

should be added to the design when the design is almost �nalized. This approach can add

too much engineering e�ort and limit the accuracy of the technique. Finally, although

the correlation between the delay defect in the main circuit and the sensed delay defect

with the replicated circuit increases with this approach, still the number of replicated

components are limited and the main components are not directly monitored with this

approach. Therefore, the coverage of these techniques is limited.

DfT techniques add hardware to the main design and allow testing the IC for manufac-

turing faults. The use of DfT hardware to detect delay-faults is a standard technique [53].

Testing is performed by applying some test data to speci�c internal nodes of digital cir-

cuits, running the circuit to change the internal node data, and collecting the new inter-

nal data (test results) to compare them with a golden reference. Built-In-Self-Test (BIST)
hardware is added to the main circuit to apply the test data and compare the test result

in the �eld. Use of BIST for delay testing has been considered in the literature [54–62].

However, the hardware overhead of this approach is considerable. Furthermore, testing

the circuit for delay-faults requires stopping the main functionality and applying test

vectors and collecting the test results afterward. Since with this approach delay-faults

are sensed, if some pessimism is added to the test [61] the test result can be predictive

of the problem. Delay testing uses the mature DfT insertion �ow which is integrated

into standard IC design �ow. The additional hardware which is speci�c for delay test-

ing (mainly to manipulate the clock signal) is also nowadays added to the design in a

standard approach using commercial IC design tools. However, the main challenge for

on-line delay testing is the coverage. Since delay testing relies on activating the delay-
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faults by applying the test vectors, the coverage of the approach depends on the testing

data. Most of the research e�orts in this �eld have been dedicated to solve this issue.

Slack monitoring is another approach for delay-fault sensing. In the digital circuits,

the clock signal determines the times at which the data is captured. If the delays in-

crease in the system, the proper data is not captured, and a timing error happens. Slack

is de�ned as the di�erence between the latest time that the data that should be cap-

tured arrives and the capturing moment which is determined by the clock signal. In

practice, due to the worst-case assumption during design time, the slack value is non-

zero (which indicated as the design margin). The slack monitoring techniques measure

the slack value and report it as an indication of circuit delays. If the slack is smaller

than a speci�c value, a delay-fault has occurred. The slack monitoring techniques are

either based on canary �ip-�ops [63] or time-to-digital converters [62]. Both approaches

add additional hardware components that capture the data earlier than the clock cap-

turing moment. If the earlier captured data is di�erent from the main captured data,

it is considered as a warning signal that warns tight slack in the design (i.e., a delay-

fault). Although slack monitoring techniques can directly sense the delay-faults of a

critical component in the circuit, since during optimizations with circuit design tools a

large number of circuit components become timing critical [52], the cost of slack mon-

itoring techniques is too high. Slack monitoring techniques can run in parallel to the

main workload of the design without requiring to stop the main functionality. Further-

more, these techniques detect delay-fault which makes them more predictive compared

to timing error detection techniques. The challenge for integration of these techniques

in the standard IC design �ow is identifying the critical components which should be

monitored. Finally, the coverage of these techniques relies on activation of delay-faults

during normal operation of the circuit. Since not all delay-faults are activated during

the normal operation of the circuit, the coverage of these techniques is limited.

1.4.3 Timing Error Sensing Techniques

A timing error occurs when the data inside the circuit becomes invalid due to delay-

faults. Generally, error detection techniques are based on some redundancy, i.e., hard-

ware, information, ..., is replicated and the corresponding data from the primary and

redundant counterpart(s) are compared to detect error occurrence [64]. The standard

techniques in this category are Double Modular Redundancy (DMR) and Triple Modular
Redundancy (TMR) techniques. These techniques can be employed with di�erent de-

sign granularities (e.g., circuit components or systems-level). Using redundancy at the

system-level su�ers from common cause failure problems for aging [65]. In [66] redun-

dancy was introduced to the sequential components of digital circuits (i.e., �ip-�ops)

for the �rst time to achieve soft error resilience. The idea was later extended in [67],

known as Razor �ip-�ops. Razor �ip-�ops detect timing error by sampling the data mul-

tiple times and comparing the results to detect a timing error. Later, the idea of Razor
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Table 1.1: Assessment of the state-of-the-art works in timing unreliability monitoring based on

the set of requirements for the demanding chip health tracking system.

Technique cost

real-time

Integrability

coverage

parallel predictive in-situ

critical

elements

physical source low yes yes good no none

replica-based low yes yes moderate no low

delay testing high no yes good yes low

slack monitoring high yes yes poor yes low

error detection high yes no moderate yes high

�ip-�ops was investigated extensively, and di�erent �avors of the idea were introduced

in the literature [68–73]. These techniques are generally known as Error Detection Se-
quential (EDS). The main advantage of EDS techniques is that they sit at every �ip-�op

and in this way they sense if any data has become invalid due to timing degradation.

Note that error detection with this approach still relies on the error activation by the

workload of the design. Furthermore, they can run in parallel to the main workload

without requiring to stop the main functionality. However, the cost of this approach is

too high due to the signi�cant design overhead, and they perform detection instead of

a prediction of timing error. Integration of these techniques into the standard IC design

�ow is done by replacing the regular �ip-�ops with the EDS counterparts and setting

appropriate timing constraints. Therefore, these techniques can be integrated into the

standard IC design �ow.

1.4.4 Summary of Related Work

In Table 1.1, assessment of the state of the art is summarized. Increasing the coverage of

physical source based and replica-based techniques requires adding too many sensing

which annuls the low-cost bene�ts of those techniques. Delay testing techniques inher-

ently cannot be real-time because applying the test data and collecting the test results

requires stopping the circuit and its main functionality. Similarly, error detection tech-

niques cannot be real-time techniques because they are naturally detect timing errors

instead of predicting them. On the other hand, slack monitoring techniques can be im-

proved and could then ful�ll the requirements. The focus of this thesis is investigating

the slack monitoring based techniques and improving their cost-e�ciency, integrate

them into the standard IC design �ow, and improve their coverage.
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1.5 approach and contributions

Based on the set of requirements that were discussed in Section 1.3, and the state of

the art works, the main goal of this thesis is to develop a reliable, low-cost, and predic-

tive technique for monitoring timing reliability of digital circuits based on in-situ delay

monitoring. Following this goal, some contributions are made in this thesis. These con-

tributions are shown in Fig. 1.6 and brie�y explained in what follows.

1.5.1 More Accurate Timing Model

Accurate modeling of circuit timing and its unreliability e�ects are essential to develop

a well-founded chip health tracking technique. In Chapter 2 of this thesis, the concepts

related to the timing of the digital circuit is reviewed, and timing unreliability is mod-

eled. Besides, a novel timing model is proposed for sequential components of the digital

circuit (i.e., �ip-�ops). The proposed model takes the inter-dependency of timing con-

straints into account with higher accuracy and less characterization e�ort. The proposed

model is integrated into the timing analysis �ow. Consequently, the design e�ciency is

improved in terms of power, area, and speed, and timing sign-o� is moderated by reduc-

ing pessimism in timing analysis. Moreover, a new procedure is proposed in Chapter 2

to model the timing unreliability in standard IC design and timing analysis tools.
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1.5.2 E�ective In-Situ Delay Monitoring

As was discussed before, slack monitoring techniques have an excellent potential to

evolve towards the required chip health tracking system. In-situ delay monitoring is an

advanced technique to sense timing slacks. A new in-situ delay monitoring technique is

proposed in Chapter 3 of this thesis that inserts the monitors at particular circuit nodes

to achieve cost reduction and increase coverage. With the new technique, the cost per

monitor and the number of monitors are reduced, and the coverage and protectiveness

of slack monitoring are improved.

1.5.3 Novel Chip-Health Tracking System

Based on the in-situ monitoring technique of Chapter 3, a new chip health tracking sys-

tem is proposed in Chapter 4 of this thesis. In sharp contrast to the conventional deter-

ministic approach that does not take advantage of the underlying hardware in the most

e�cient way, the proposed technique is based on a probabilistic approach. In practice,

multiple slack values are sensed at each in-situ delay monitor. Each monitor is excited

depending on the activation of the sensed slacks. The probability of monitor excitation

increases when more slack values become critical due to delay degradation. Hence, by

analyzing the monitor excitation rate, more information about delay degradation can be

extracted from each in-situ delay monitor. Based on this fact, a new chip health tracking

is proposed which is more e�cient and precise compared to the conventional methods.

1.5.4 Within-Cycle Error Avoidance Technique

Timing speculation systems are generally used for better-than-worst-case design. In-

stead of putting large slack margins by designing at the worst-case corner, timing spec-

ulation increases the slacks dynamically if necessary. A new timing speculation system

is proposed in Chapter 5 of this thesis to guarantee the coverage of the proposed chip

health tracking approach. That is because the health tracking approach is based on in-

situ monitoring and thereby its coverage relies on the activation of timing faults. The

proposed timing speculation masks the detected faults and avoids timing errors in this

way. This error avoidance is necessary to increase the reliability of the proposed chip

health tracking technique for safety-critical applications. In this way, the failure risk

is minimized by avoiding the occurrence of timing errors. In Chapter 5 of this thesis,

a low-overhead timing speculation system is proposed that prevents timing errors by

adjusting the clock period within one clock cycle.
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1.6 thesis outline

The remainder of this thesis is organized as follows. In Chapter 2, circuit timing concepts

and threats are de�ned and modeled. Besides, a new timing model is proposed for �ip-

�ops, and a new procedure is proposed to model timing unreliability in standard IC

design and timing analysis tools. The proposed in-situ delay monitoring is introduced

in Chapter 3, and the design of the monitor and their insertion technique are explained.

Based on this idea, a novel chip health tracking is proposed in Chapter 4. In Chapter 5,

a new timing speculation system is proposed to predict and avoid timing error within

one clock cycle. Furthermore, silicon results of implementing the initial version of the

ideas are provided in Chapter 6. Finally, Chapter 7 concludes this thesis and some ideas

are proposed for future works.



“The assumption of an absolute determinism
is the essential foundation of every scienti�c enquiry.”

— J.L. Heilbron, Max Planck, The Dilemmas of an Upright Man, 1986

2
M O D E L I N G C I R C U I T T I M I N G A N D I T S U N R E L I A B I L I T Y

2.1 introduction

Complex digital ICs include billions of transistors. Design abstraction is a must to man-

age such huge designs. Therefore, design tools use models to be able to manage circuit

components properly. However, the limited accuracy of these models is a signi�cant

source of uncertainty in the design �ow, which results in an optimistic or pessimistic

design. A design which is based on larger (smaller) than actual delays is pessimistic

(optimistic). Since being functional has the priority, the pessimistic design is generally

preferred over the optimistic design. Hence, the traditional static over-design approach

is based on the worst-case corners to make sure that the design is functional in the pres-

ence of uncertainty e�ects. However, for most of the manufactured IC samples and in

most of the operating conditions, there is a large timing slack in the design. Employing

more accurate models in IC design tools is thereby essential to reduce the unnecessary

design margins and bene�t more from technology scaling. Techniques like dynamic

voltage/frequency scaling reuse the timing slack at run-time to provide a better power-

performance trade-o�. Nevertheless, it is vital to guarantee that the expected function-

ality of the circuit is still preserved. However, tightening slack margins mandates more

accurate timing analysis to make sure that a timing violation does not happen due to

missing some picoseconds of slack margin.

In this chapter, the concepts and de�nitions that are relevant in the context of timing

in digital circuits are reviewed to serve as the basis of the rest of this thesis. Further-

more, the silicon aging e�ects, as the e�ects that can endanger circuit timing are brie�y

reviewed. A new framework is proposed to model the e�ect of aging on circuit tim-

ing. A new analytical model is proposed for more accurate calculation of timing slacks.

The model is more accurate by considering the inter-dependency between timing con-

straints. With the proposed model, the design is made less pessimistic or optimistic and

more e�cient and reliable.

17
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Figure 2.1: Mealy and Moore Finite State Machines.

2.2 timing of digital circuits

The input-output relation that a digital circuit implements is most widely described

with a Finite State Machine (FSM). In Fig. 2.1 the block diagram of two types of FSM

are illustrated. At each point of time, the machine is in a speci�c state, and the output

of the machine is determined based. In the Moore machine the output is determined

solely based on the current state, while in the Mealy machine, the output is determined

based on the input and the state. The state of the machine is determined based on the

inputs and the previous state. To have access to the previous state, FSM requires memory

elements. Logical operations are performed to obtain the state from the previous state

and the inputs. Also, the outputs are obtained from performing logical operations on the

current state (and the inputs). This model of computation is typically implemented using

digital circuits by using combinational gates (e.g., AND, OR, NOT) for logical operations

and sequential gates (e.g., �ip-�op) for memory elements. Nearly all digital circuits are

nowadays synchronous, i.e., a clock signal, which is a periodic pulse, rules the timing

of the circuit by indicating the moment that the memory element must capture the

calculated state.

2.2.1 De�nitions

In practice, a digital circuit typically consists of multiple stages of combinational logic

gates ending to �ip-�ops, as shown in Fig. 2.2. Each combinational logic stage is a net-

work of logical gates. Each �ip-�op is a link between the output of a stage and the input

of another or the same stage. The design speed is determined based on the delays of

combinational gates, �ip-�ops, and the clock signal path. The capturing moment of a

�ip-�op is typically the rising (a.k.a positive) edge of the clock. If the delays are such

that the appropriate value is not present (and stable) at the �ip-�op at the capturing

moment, an erroneous value is captured, i.e., a timing error occurs. To formulate this

criteria the relevant terms are de�ned in what follows.
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Figure 2.2: The circuit timing model. (a) timing path, and (b) waveforms at the destination �ip-

�op.

For each input-to-output relation (a.k.a. timing arc) of a logic gate or wire, a speci�c

delay is considered which depends on the driving strength of the gate and the capac-

itance loading of the output. A timing path is a sequence of connected timing arcs

starting from a �ip-�op and ending at another or the same �ip-�op (see Fig. 2.2). In a

typical digital circuit, there are several timing paths. The delays of the shortest and the

longest paths must be analyzed and optimized such that the circuit timing constraints

are met.

In Fig. 2.2, the waveforms at each �ip-�op are shown. Since the clock signal also

passes through some gates (i.e., clock bu�ers), the longest path and the shortest path

include clock bu�ers, �ip-�ops (the source �ip-�ops and the destination �ip-�op), and

combinational logic. The delay of the longest path dlp (shortest path dsp) determines

how long before (after) the clock capturing edge the data becomes stable. According to

the de�nitions, setup (hold) skew is the time di�erence between the change of the data

before (after) the clock capturing edge. Therefore, the setup skew is

dss = tclock −dlp, (2.1)

where tclock is the clock period, and hold skew is

dhs = dsp. (2.2)

Hence, the �ip-�op input data is a pulse that is stable for dss before the clock capturing

edge and remains stable for dhs after the clock capturing edge, with a width

WD = dss +dhs. (2.3)

If dss and/or dhs are too small, input data is not captured by the �ip-�op. To guarantee

the capturing of input data, the minimum allowed dss and dhs are speci�ed as the timing

constraints of �ip-�ops. The former is the setup time dst, while the latter is the hold
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time dht of the �ip-�op. Traditionally, dst and dht are found by sweeping the correspond-

ing skew while the counterpart skew is �xed. dst and dht are stored in timing libraries to

be used for timing analysis of the circuit. The timing analysis tool reports setup slack
Slks and hold slack Slkh for all �ip-�ops as

Slks = dss −dst, (2.4)

and

Slkh = dhs −dht, (2.5)

at each �ip-�op.

The de�nitions ofdst anddht are based on speci�c criteria on the delay of �ip-�op from

its clock input to its data output (i.e., clock-to-Q delay) increase. In Fig. 2.3, the de�nition

of dst, dht, and clock-to-Q delay dcq are illustrated. When dss and dhs are relatively large,

dcq is at its lowest value. This low value of dcq is called clock-to-Q contamination delay

dccq). If the input data of a �ip-�op changes close to the clock capturing edge (i.e. small

dss and/or dhs), the �ip-�op delay from its clock input to its data output dcq increases, i.e.

the �ip-�op enters into metastability (see the plots illustrated in Fig. 2.3). To de�ne dst
and dht, a speci�c criterion is selected for the upper bound of dcq. The upper bound for

dcq, which is called the clock-to-Q propagation delay dpcq, is normally chosen to be 10%

longer than dccq.

2.2.2 Setup/Hold-Time inter-dependency

Traditionally, setup time and hold time are characterized independently. The indepen-

dent characterization methods result in constant setup (hold) time that is independent of

the counterpart skew. As illustrated in Fig. 2.4, a surface is obtained for dcq by sweeping

dss and dhs together. The intersection of this surface with the constant dcq = dpcq surface

de�nes the valid points of dst and dht. The setup/hold-skew space is therefore divided

into the capturing and violation regions. All the points that are on the boundary be-

tween the capturing and the violation regions are valid setup time and hold time points.

As illustrated with the blue curve in Fig. 2.4, the actual value of hold time (setup time)

increases by decreasing the setup skew (hold skew). This is called the inter-dependency

between the setup time and hold time of �ip-�ops [74–76]. Note that the independently

characterized setup/hold-time can be either larger (the green curve) or smaller (the red

curve) than the actual values.

2.3 gradual timing degradation effects

As discussed in Chapter 1, the signi�cant sources of timing unreliability are variability

and silicon aging e�ects. The design and analysis tools take the variability e�ects into
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account by characterizing the delays at the di�erent process, voltage, and temperature

corners. However, the e�ects of aging depend on the workload of the system. Hence, the

static corner-based approach does not provide enough accuracy for timing analysis; i.e.,

it makes the analysis either too pessimistic or optimistic. Therefore, a new methodology

is needed to consider the dynamic behavior of the circuit workload and calculate the

degraded delay values. BTI and HCI are prominent transistor degradation phenomena

that a�ect the circuit performance gradually. The parameters of transistor such as its

threshold voltage (Vth) degrade with aging, resulting in overall performance loss. In this

section, the physics of gradual degradation e�ects are brie�y reviewed.

2.3.1 Bias Temperature Instability

The overall e�ect of BTI is a composition of two phases: stress and recovery. In the

stress phase, the parameters of the transistor degrade, e.g., the magnitude of threshold

voltage value increases. In the recovery phase, a fraction of the degradation can be

recovered. There are two explanations for the BTI phenomena: Reaction-Di�usion (RD),
Trapping-Detrapping (TD). In the classical RD explanation, interface traps (which trap

carriers) cause the transistor to have lower mobility. Thus, in the manufacturing process,

the Silicon/Oxide interface is annealed with hydrogen to reduce the dangling bonds of

silicon atoms. However, these Silicon-Hydrogen bonds break under voltage stress and

generate the traps. The Silicon-Hydrogen bonds break because the inversion holes in the

PMOS channel interact with the Silicon-Hydrogen bond at the Silicon/Oxide interface.

This e�ect is stronger at higher temperatures [77]. As mentioned before, BTI is modeled

as a shift in transistor parameters (e.g., threshold voltage, trans-conductance, saturation

current). This shift is due to the generation of interface traps (NIT) when the device

is under stress. According to [78] the RD model has several limitations like not being

able to explain the experimental results indicating the sensitivity of degradation to the

applied gate bias. Also, the recovery starts sooner and lasts more than predicted by RD-

based models. Some authors [79] tried to solve these problems by using TD (a.k.a. charge

trapping) based explanation, which was the �rst explanation of the BTI e�ect (before

1977). In the TD-based explanation, the model of a similar case of random telegraph
noise (RTN) is used, which means a statistical component is considered for BTI. In the

TD-based model for BTI, each transistor is characterized by the number of defects, the

capture-emission time for each defect, and the impact of charging of each defect on the

threshold voltage. The time constants of capture and emission depend on the voltage

and temperature [78].

2.3.2 Hot Carrier Injection

The HCI e�ect is an aging mechanism which is mainly observed in NMOS devices. HCI

can also increase the NBTI e�ect, and in this regard, it also a�ects the PMOS devices.
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Considering the slower scaling rate of supply voltage compared to the scaling rate of

transistor dimensions, the HCI e�ect is becoming more signi�cant with technology scal-

ing. Most of the models of HCI in the literature are based on the lucky electron expla-

nation of the e�ect [80]. Based on this explanation, the carriers can obtain high energy,

cause the generation of interface states, enter to the gate oxide, and cause damages

there. This mechanism with the described behavior happens when the carrier is accel-

erated in the channel and deviates from its trajectory due to the high gate-drain elec-

tric. The mentioned mechanism is called Channel Hot Carrier (CHC). The other models

in the literature consider other mechanisms of heating the carriers, such as Substrate
Hot Carrier (SHC), Drain Avalanche Hot Carrier Generation (DAHC), and Secondary Gen-
erated Hot Carrier Injection (SGHC) [25]. However, the CHC mechanism is much worse

than the other mechanisms in current and future technologies. While BTI damages are

distributed in the channel, the HCI damages are concentrated at the drain end of the

channel. In contrast to the BTI e�ect, HCI e�ect cannot be recovered, i.e., there is no

recovery phase for HCI. It should be noted that the stress time for HCI e�ect is the time

that the transistor is conducting (i.e. transient time between logic one and zero). For the

NBTI (PBTI) the stress is during the time which the transistor is negatively (positively)

biased. While in the short term the HCI e�ect is dominated by the BTI e�ect, in the long

term the HCI e�ect becomes more signi�cant compared to the BTI e�ect.

2.3.3 Aging E�ect on Circuit Timing

As discussed before, the delay of a �ip-�op from its clock input to its data output (dcq)

is a�ected by the data skews (i.e., dss and dhs). Low data skews result in �ip-�op meta-

stability which increases its dcq. Due to the typical design margins, for a fresh (i.e., un-

damaged) circuit, there is positive slack, i.e., data arrives well before the clock captur-

ing edge. Therefore, for a fresh circuit dcq = dccq, as illustrated by the green curves in

Fig. 2.5. For an aged �ip-�op, besides the degraded �ip-�op characteristics, the slack

also becomes smaller due to the aging of combinational logic gates, i.e., the arrival edge

of data moves towards the clock capturing edge because of the degraded gate delays in-

crease the critical path delay. Consequently, the dcq of the aged �ip-�op increases. If the

circuit ages severely, dcq increases signi�cantly (see the purple curve in Fig. 2.5). In the

extreme case, the �ip-�op cannot capture the correct data (see the red curve in Fig. 2.5).

The lifetime of a digital system is extended by adding slack margins to compensate for

the gradual delay degradation. The costs of the additional slack margins are lower speed

(due to a longer clock period), increased power consumption (higher supply voltage

value or using faster gates), and increased area (using faster cells which are typically

larger). The e�ect of aging on dcq of a �ip-�op is more signi�cant than the aging of

combinational logic paths because it degrades due to lower dss and the degradation

of dccq. The degradation of dccq is naturally similar to the one for the combinational

logic gates, while the lower dss increases dcq due meta-stability. Hence, the delays of
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the combinational logic paths as well as the clock distribution networks a�ect the dcq
delays of �ip-�ops. The delay degradation of digital circuits due to silicon aging e�ects

are thereby manifested in dcq of its �ip-�ops.

2.4 novel modeling of circuit timing and its unreliability

In this section, two contributions of this thesis are explained. The �rst contribution is

modeling the gradual silicon aging e�ects in the standard timing analysis and design

tools. The second contribution is modeling the inter-dependency of setup/hold-time of

�ip-�ops in a more e�cient way.

2.4.1 Novel Aging Simulation Framework

A practical �ow is proposed in this subsection to calculate the circuit timings in the

standard timing analysis tools considering the aging e�ects. The proposed �ow relates

the aging stress factors to the slacks reported by the tools. It is also possible to run

a functional simulation of the aged circuit with the corresponding timings, which are

calculated with the proposed �ow. The proposed �ow is illustrated in Fig. 2.6 (a).

As mentioned before, the extent of gradual silicon aging e�ects (i.e., HCI and BTI)

depend on the stress factors such as voltage, temperature, stress/recovery time. The

stress/recovery time depends on the circuit workload because the data-induced tog-

gling of the internal circuit nodes determine the time which each transistor is under

stress. This information can be obtained by using the functional simulation-based ac-

tivity of the circuit nodes. Conventionally, this activity information is used for power
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aged circuit. (b) The critical path slack in the typical corner considering aging for ARM
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calculations. To relate the node activity to the gate delay degradation, an aging model

is required. We use the NBTI model from [24]. To calibrate the model, we assume that

the threshold voltage of a transistor degrades by 10% after ten years of constant stress.

With this model, the activity of circuit nodes is related to the threshold voltage shift of

logic gates. The activities are obtained from simulating the circuit with fresh timings

and they are stored Toggle Count Format (TCF) �le, which is commonly used for power

calculations. The ON current of transistor, Ion, can be modelled as a function of threshold

voltage , Vth [81]

I on =
W

Le�
PC(VDD −Vth)

α
, (2.6)

whereW and Le� are the width and e�ective channel length of transistor, PC and α are

technology dependent constants, andVDD is the supply voltage value. Furthermore, the

gate delay d can be written as a function of the ON current of transistor [82]

d = k0
C loadV DD

I on
, (2.7)

where d , Cload, and k0 are the delay, load capacitance, and a constant for considering

the non-modeled parameters, respectively. In this way, the aging-induced degradation

of the individual gate delays can be calculated based on the activity of the circuit nodes.

To apply this degradation to the timing analysis, delay derating factors are speci�ed for

each of the gate delays. Applying the derating factors scales the delays of the gates in

the timing analysis (more information about derating factors can be found in [83]). The

derating factors are set based on the obtained delay degradation factor for each gate

from the aging model, e.g., if 5% delay degradation is calculated for a cell, the derating

factor of 1.05X is applied for that cell. The timing slacks of the aged circuit are then
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obtained with the timing analysis after applying the derating factors. In Fig. 2.6 (b) the

minimum slack of an ARM Cortex M0 processor design is shown over ten years based

on the proposed aging simulation framework. The processor is implemented using stan-

dard cell library in 40nm technology with 200MHz clock frequency, and includes ∼8.5K

gates. The results show that the longest critical path delay is degraded by ∼4.5% after

ten years. The Standard Delay Format (SDF) �le can be dumped from the timing analysis

tool after applying the aging-induced derated delays to performed netlist simulation of

the aged circuit.

2.4.2 Analytical Model for Inter-dependent Setup/Hold-Time of Flip-�ops

As discussed before, due to the joint e�ects of dhs and dss on dcq, the resulting dst and

dht are inter-dependent. This inter-dependency has been used to improve the accuracy

of timing analysis. The initial work on this subject was done in [84] by Salman et al.

In [75], the method of [84] is used to reduce the uncertainty in the critical path (that

determines the setup time requirement) and the shortest path (that determines the hold

time requirement) of a 90nm design by 100% and 50%, respectively. The authors in [85]

propose an iterative timing analysis framework that considers the inter-dependency

between the setup/hold-time and could reduce the clock period by up to 4.9% for a

90nm circuit. The work of [85] is improved in [76] by performing a path-based timing

analysis and linear programming based optimization to �nd the best combination of

�ip-�op timing speci�cations in the circuit. Consequently, the critical path slack is in-

creased by up to 130ps for a variety of 65nm test circuits. The authors in [86] propose

a method to optimize clock skew using setup/hold-time inter-dependency, shortening

the clock periods of various circuits by 4.2% on average. For all of these methods, a re-

lationship between the setup time and hold time of each �ip-�op is required. Obtaining

this relationship is computationally an expensive task. There are e�orts to character-

ize the inter-dependency between dst and dht e�ciently. The characterization methods

in [75] and [85] are based on generating the dcq surface as a function of dss and dhs. The

setup/hold-time inter-dependency curve is then approximated considering the intersec-

tion of dcq surface and the constant dpcq constraint. In [85] the relationship between

setup/hold-time is obtained from an empirical model for dcq as a function of dss and dhs.

However, it is observed in [85] that obtaining the parameters of the model is computa-

tionally expensive. Instead of generating the setup/hold-time inter-dependency curve

from the dcq surface, which is a time-consuming brute-force method, the curve is char-

acterized directly in [74] and [87]. The main focus of those works is on accelerating the

characterization of the inter-dependency curve. In [74], the characterization is acceler-

ated by increasing the convergence rate in a su�ciently narrow interval. In [87], the

e�ort is limiting the search range based on a heuristic slope estimation for the seek-

ing curve. Then, with having some points on the setup/hold-time inter-dependency

curve, the piece-wise linear approximation is used to compose the curve. The accu-
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Figure 2.7: A master-slave �ip-�op. (a) The circuit schematic. (b) The waveforms at the input D

and the middle point m, obtained based on the shortest and longest paths to capture a

rising input.

racy of these characterization methods increases by identifying more setup/hold-time

points which increases the characterization time. Despite all these e�orts, an analytical

model is required to increase the accuracy and computation e�ciency of setup/hold-

time inter-dependency based timing analysis frameworks [76]. Therefore, we proposed

an analytical model with higher accuracy and shorter characterization time compared

to the existing piece-wise linear approximations.

2.4.2.1 The Proposed Model

In this subsection, the proposed model for setup/hold-time inter-dependency is intro-

duced. The model equations are derived based on circuit level parameters, speci�cally

the voltage of an internal node in the �ip-�op.

The most commonly used master-slave �ip-�op is shown in Fig. 2.7 (a). Consider the

clock-to-Q path of the �ip-�op,

dcq = dCKI +dmQ, (2.8)

wheredCKI is the delay from the clock capturing edge until when the slave latch becomes

transparent. dmQ is the delay of the slave latch from the start of transparency to the

switching of the �ip-�op output. In (2.8), dCKI does not depend on the arrival time of

the input data. On the other hand, a small setup skew dss and/or hold skew dhs lowers

down the e�ective voltage driving the slave latch at the onset of transparency (Vm,e�),

thereby increasing dmQ. By using the Ion in (2.6) and the delay model in (2.7),

dmQ ≈ kVDD/(Vm,e� −Vth,e�)
α
, (2.9)

wherek is a technology and sizing dependent parameter, andVth,e� is the e�ective thresh-

old voltage of the corresponding transistors of the gates. If dhs and dss are su�ciently

large,Vm has settled to 0 orVDD at the onset of the slave latch transparency. In this case,

dcq is minimized by being driven with the maximum e�ort, i.e., Vm,e� is maximized. As
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mentioned before, dcq increases when the �ip-�op enters into meta-stability due to a

small dss and/or dhs. According to (2.8) and (2.9) the lower bound for Vm,e� is therefore

Vm,e�,L = Vth,e� + (kVDD/(dpcq −dCKI))
1/α

. (2.10)

The inter-dependent setup/hold-time values are dss and dhs points that make dcq =

dpcq, and therebyVm,e� = Vm,e�,L. Therefore, the setup/hold-time inter-dependency curve

can be modeled by having Vm,e� as a function of dss and dhs. Without loss of generality,

consider the rise capturing waveforms shown in Fig. 2.7 (b). As discussed before, due

to the delay requirements for the shortest and the longest paths in the combinational

logic gates (see Fig. 2.7 (a)), the capturing data is a pulse at the input of the �ip-�op

(see Fig. 2.7 (b)). An approximation for Vm,e� is Vm at time tCKI = tCK + dCKI where tCK
is the capturing edge of the clock signal.Vm at t = tCKI determines the e�ective voltage

that drives the slave latch, i.e. Vm,e�. A reshaped version of the input data pulse (i.e.,

with changed pulse width and slopes) appears at m if the master latch is transparent

to the input. Although Vm settles to VDD or 0 after t = tCKI, since t = tCKI is the end of

transparency of the master latch, it is assumed that the reshaped version of the input

pulse is observable at node m, while this is not the case for t > tCKI as shown in Fig. 2.7 (b)

with dashed lines. A pulse can be modeled as the sum of two exponential terms where

its rise and fall times depend on the corresponding time constants. Without loss of

generality, in a rise capturing scenario, Vm is modeled for Vm ≥ VDD/2 as

Vm = VDD − (
VDD
2

)[exp
tss,m − t

τr
+ exp

ths,m − t

τf
] for t ≤ tCKI, (2.11)

where

tCKI = tCK +dCKI

tss,m = tss +dDm,r

ths,m = ths +dDm,f

(2.12)

In the above equations, tss = tCK − dss and ths = tCK + dhs as shown in Fig 2.7 (b). Fur-

thermore, dDm,r and dDm,f are the rising and falling delays from D to m, respectively.

Moreover, τr and τf are the rising and falling time constants, respectively. According to

(2.11) and (2.12),

Vm,e� = Vm(t = tCKI) =

VDD − (
VDD
2

)[exp
dss0 −dss

τr
+ exp

dhs0 −dhs
τf

]

for dss0 < dss and dhs0 < dhs.

(2.13)

According to (2.12),

dss0 = tss,m − tCKI +dss = dDm,r −dCKI,

dhs0 = tCKI − ths,m +dhs = dCKI −dDm,f.
(2.14)
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Figure 2.8: Illustration of the proposed setup/hold-time interdependency model and its parame-

ters.

Note that dss0 (dhs0) is the lower bound of dst (dht) forVm,e� ≥ VDD/2, assuming dhs (dss) is

su�ciently large. The model in (2.13) expressesVm,e� as a function of the input skews dss
and dhs. Given the lower bound ofVm,e� in (2.10), the setup/hold-time inter-dependency

is obtained from (2.13) as

dht = dht,L − τhs ln(1 − exp
dst,L −dss

τss
) for dss > dst,minW,

dst = dst,L − τss ln(1 − exp
dht,L −dhs

τhs
) for dhs > dht,minW,

(2.15)

where τss and τhs are the setup and hold time constants, respectively. The parametersdst,L
and dht,L in (2.13) are the independently characterized dst and dht when dhs and dss are

su�ciently large, respectively. The model equations are illustrated in Fig. 2.8. dst,minW

and dht,minW are the corresponding input skews for the minimum input capturing pulse

width based on (2.3) and (2.15)

∂WD

dss
= 0⇒ dst,minW = dst,L + τss ln(1 +

τhs
τss
),

∂WD

dhs
= 0⇒ dht,minW = dht,L + τhs ln(1 +

τss
τhs
).

(2.16)

Note that due to the form of the equations, the lower bound of the skews in the model

is chosen to be the corresponding input skews for the minimum capturing input pulse

width [84].

2.4.2.2 Model Characterization Flow

In this section, a �ow is introduced to �nd the parameters of the model in (2.15)

• dst,L: independently characterized dst at large dhs,
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• dht,L: independently characterized dht at large dss,

• τss: setup time constant, and

• τhs: hold time constant.

The proposed �ow is shown in Algorithm 1. Furthermore, the main steps of the �ow

are illustrated in Fig. 2.9.

Algorithm 1 The �ow of extracting the model parameters.

1: procedure Model_Parameters_Extraction

2: dst,L← characterize dst at large dhs
3: dht,L← characterize dht at large dss
4: τss,L, τhs,L← result of initial simulation

5: Dst[1] = dst,L + τss,L ln(1 +
τhs,L
τss,L
)

6: Dht[1] ← characterize dht at dss = Dst[1]

7: Dht[2] = dht,L + τhs,L ln(1 +
τss,L
τhs,L
)

8: Dst[2] ← characterize dst at dhs = Dht[2]

9: Dst[3] = dst,L + 2 × τss,L ln(1 +
τhs,L
τss,L
)

10: Dht[3] ← characterize dht at dss = Dst[3]

11: Dht[4] = dht,L + 2 × τhs,L ln(1 +
τss,L
τhs,L
)

12: Dst[4] ← characterize dst at dhs = Dht[4]

13: DSst = sort Dst from low to high

14: DSht = sort Dht from low to high

15: R = (DSht[1] −DSht[4])/(DSst[1] −DSst[4])

16: τss = τss,L
17: etau = −1

18: while etau , 0 do
19: τss,prev = τss
20: τhs = R × τss
21: C = 1 + exp((DSht[1] −DSht[4])/τhs)

22: τss =
DSst[1]−DSst[2]

ln(C−exp((DSht[1]−DSht[3])/τhs))

23: τhs = R × τss
24: C = 1 + exp((DSht[1] −DSht[4])/τhs)

25: τss =
DSst[1]−DSst[3]

ln(C−exp((DSht[1]−DSht[2])/τhs))

26: etau = τss − τss,prev
27: end while
28: return dst,L, dht,L, τss, τhs
29: end procedure

The parameters dst,L and dht,L are characterized by using an independent character-

ization method. For example, dst,L is characterized using binary search to �nd dss that

makes dcq = dpcq, assuming large dhs (e.g., half of the clock period). Two other model
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Figure 2.9: Illustration of steps to �nd the parameters of the proposed model for setup/hold-time

interdependency.

parameters to be characterized are the time constants τss and τhs. The lower boundaries

of the time constants τss,L and τhs,L are found by performing an initial transistor level

simulation. In the initial simulation, a su�ciently wide pulse (e.g., a third of the clock

period) is applied to the input of the �ip-�op during the low phase of the clock sig-

nal. The slopes of the transferred pulse to node m are then calculated to �nd the initial

values for the time constants τss,L =
trss
ln 5

and τhs,L =
trhs
ln 5

, where trss and trhs are the

corresponding transition time from 50% to 90% of the voltage change at node m. Since

the e�ect of switch current is not considered in this simulation, the calculated time con-

stant is lower than the actual one inVm,e�. Therefore, the initial values obtained for the

time constants are lower than the actual ones. Employing the lower than actual time

constants in (2.13) results in a curve that is steeper than the actual curve (see Fig. 2.9).

To �nd more accurate estimations for τss and τhs, the inverse of (2.13) are used for the

points near the dss and dhs point corresponding to the minimum capturing input pulse

width.

Based on the estimation of the curve with lower time constants, the following equa-

tions are used to �nd the skews for characterizing 4 setup/hold-time points on the actual

curve

dss,i = dst,L + i × τss,L ln(1 +
τhs,L
τss,L
), (2.17)

dhs,i = dht,L + i × τhs,L ln(1 +
τss,L
τhs,L
), (2.18)

where i is selected to be 1 or 2. The skews obtained at i = 1 and i = 2 in (2.18) and the

corresponding setup/hold-time are used as four points which are close to the the mini-

mum capturing input pulse width dss and dhs point. The obtained points are illustrated

in Fig. 2.9. The extracted points are then sorted in DSht and DSst to �nd the bounding
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points, i.e., the points indexed with 1 and 4. The remaining points (i.e., indexed with 2

and 3) are the middle points. Note that since the setup/hold-time inter-dependency is

a monotonically decreasing function, the ith element in DSst is the pair of the element

number (4 − i) in DSht on the curve. According to (2.13), the inter-dependency curve

that crosses the boundary points is

dst =DSst[1] − τss ln(C − exp
DSht[1] −dhs

τhs
),

C =1 + exp((DSht[1] −DSht[4])/τhs),

τhs =τss(DSht[1] −DSht[4])/(DSst[1] −DSst[4]).

(2.19)

Finally, the middle points are employed to �nd τhs and τss iteratively, as shown by the

while loop in Algorithm 1.

2.4.2.3 Using the Proposed Model in The Standard Timing Analysis Flow

Transistor-level simulations (a.k.a., SPICE level simulations) are required to characterize

the setup/hold-time of �ip-�ops. The industrial characterization tools automate and op-

timize the required simulations for these characterizations. While the proposed model

characterization �ow relies on transistor level simulations, it is demanding to use the

existing standard characterization tools to characterize the model parameters. If the pa-

rameters of the model are obtained with the standard library characterization tools, the

usage of model can be integrated into the standard timing sign-o� �ow. The standard

characterization tools can characterize setup (hold) time at a speci�c hold (setup) skew.

Therefore, we can obtain some points on the inter-dependency curve using this feature

of the tools. By default, the characterization tools give dht,L and dst,L in (2.15) (i.e., assum-

ing in�nite counterpart skew). To get the other two parameters of the model in (2.15)

(i.e. τss and τhs), the following values are also employed

dstH = dst when dhs = dht,L,

dhtH = dht when dss = dst,L.
(2.20)

The obtained points are therefore (dst,L,dhtH) and (dstH,dht,L). These points on the inter-

dependency curve are located where the exponential term in (2.15) becomes negligible.

Since exp(−n) < 0.01whenn > 5, we assume the following values for the time constants

τss = (dstH −dst,L)/5,

τhs = (dhtH −dht,L)/5
(2.21)

Therefore, all of the four parameters of the model in (2.15), i.e., dst,L, dht,L, τss, and τhs, can

be obtained by using the standard characterization tools and (2.21). In Fig. 2.10, the ap-

proximated setup/hold-inter-dependency curve is shown for a �ip-�op of an industrial

standard cell library in 40nm technology.
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Figure 2.10: The setup/hold-time inter-dependency curve obtained with the model and a standard

characterization tool for a �ip-�op from an industrial 40nm library.

The output of the characterization tool is a �le with Liberty (LIB) format which con-

tains the delays (also power and area) of the gates. The LIB �le contains the setup/hold-

times of the �ip-�ops and the rest of the gate delays. We de�ned the optimistic (pes-

simistic) library as the library which includes dht = dht,L (dht = dhtH) and dst = dst,L
(dst = dstH) values. In Fig. 2.11 the standard �ow and the proposed �ow for more ac-

curate timing analysis are shown. In the standard �ow, the analysis is done with the

optimistic LIB �le. The reported slacks with the standard �ow are therefore optimistic.

To use the inter-dependency curves for more accurate timing analysis, the proposed

�ow that is shown in Fig. 2.11 is followed. In the proposed �ow, besides the optimistic

library, the pessimistic library is also employed to have both pessimistic and optimistic

slacks and skews. Then (2.15) and (2.21) are employed to �nd the actual slack at all

�ip-�ops.

To use the proposed model for more accurate timing analysis, �rst we should �nd

out if there are some �ip-�ops in the design which both of their setup and hold slacks

are low, and mark them as the optimistic �ip-�ops. In fact, due to having concurrent

low setup and hold slacks, taking the setup/hold-time inter-dependency into account is

necessary for those �ip-�ops. That is because the actual slacks can be lower than the

reported ones due to the low counterpart skews. For instance, the actual setup slack

at a �ip-�op can be lower than the reported one because the hold slack is also low at

the same �ip-�op and this makes the actual setup time higher than the one which is

used for reporting the setup slack. Therefore, the setup/hold-times of the optimistic

�ip-�ops must be updated to take the e�ect of counterpart low skew into account. To

identify the �ip-�ops with concurrent setup/hold-skews, the pessimistic LIB �le is also

used to perform timing analysis. Assuming the slacks of all �ip-�ops are positive with

using the optimistic LIB �le (as the starting point of the analysis), if both hold and setup
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Figure 2.11: The standard timing analysis �ow and the proposed timing analysis �ow which also

considers the interdependency of setup/hold-time.

slacks are negative with using the pessimistic LIB �le, taking the inter-dependency curve

into account is necessary for that �ip-�op. Once those �ip-�ops and, the corresponding

setup/hold-times, and setup/hold slacks, with both pessimistic and optimistic LIB �les,

are obtained, the model equations in (2.15) together with (2.21) are employed to calculate

the actual slacks.

2.5 experimental results for the proposed ideas

In this section, the proposed ideas in this chapter for modeling circuit timing and its

unreliability are evaluated.

2.5.1 Model Evaluation

In this section, the accuracy and computation e�ciency of the proposed model for

setup/hold-inter-dependency are compared to the state of the art. The results in this

section are obtained by performing SPICE simulations using Cadence Spectre with stan-

dard threshold voltage transistors of an industrial 40nm CMOS technology. In the con-

ventional standard cell libraries, the setup/hold-time of �ip-�ops are characterized for

di�erent combinations of input slopes, i.e., the slopes of the clock input (CK) and the
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(a) (b)

Figure 2.12: The setup/hold-time inter-dependency curve for data and clock input slopes of 50ps

at (a) slow corner (Process:SS,VDD = 0.99V , T=125
◦C) and (b) fast corner (Process:FF,

VDD = 1.21V , T=0
◦C).

Table 2.1: The maximum error of model with regard to the actual curve characterized with ex-

tensive SPICE simulations at di�erent corners relative to input slope for input slopes

ranging from 10ps to 100ps.

Process VDD T Setup Time (%) Hold Time (%)

FF 1.21 V −40◦C 6.68 3.68

FF 1.21 V 0
◦C 6.44 3.45

FF 1.21 V 125
◦C 5.12 2.45

SS 0.99 V −40◦C 7.18 6.06

SS 0.99 V 0
◦C 7.48 5.88

SS 0.99 V 125
◦C 7.44 5.28

data input (D). The setup/hold-time inter-dependency curves for the slow and fast cor-

ners according to timing library and with the average input slope (50ps) according to

the timing report of an industrial design are illustrated in Fig. 2.12.

To assess the accuracy of the proposed model, the relative value of the maximum

error (i.e., pessimism/optimism) with the proposed model at di�erent corners of the

timing library for di�erent input slope combinations in the range of 10ps to 100ps are

shown in Table 2.1 for hold time and setup time. As shown in Table 2.1, the maximum

pessimism/optimism of the model with regard to SPICE simulation is less than 10% of

input slope in the evaluated range of the slopes.

The model parameters are �tted by following the �ow that is provided in Algorithm 1.

The main computational complexity of the model is the four independent characteriza-

tions at speci�c setup/hold-skews. To compare the e�ectiveness of the proposed model

with other methods, the number of required setup/hold-time points and the absolute

pessimism/optimism is compared to the state of the art [74, 75, 87]. The accuracy of
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Figure 2.13: The pessimism/optimism of the model compared to the linear approximation. With

four characterization points, the proposed method has the same pessimism/optimism

that the linear approximation has with 10 characterization points (2.5X more compu-

tation e�ciency).

the piece-wise linear approximation used in these methods increases when the num-

ber of points on the actual curve increases. The pessimism/optimism of the proposed

model compared to the piece-wise linear approximation is illustrated in Fig. 2.13 for

input slopes equal to 50ps (i.e., in the middle of the slope range). As discussed before, in

the model characterization �ow, four points of setup/hold-time on the inter-dependency

curve are identi�ed in addition to the traditional independent setup time and hold time.

Other methods also require to have the traditional setup time and hold time to �nd

other points in the setup/hold-time inter-dependency curve. Therefore, the additional

setup/hold-time points are considered as the computation overhead to characterize the

setup/hold-time inter-dependency curve. According to the results illustrated in Fig. 2.13,

to achieve the same accuracy as the proposed model, the piece-wise linear approxi-

mation requires ten inter-dependent setup/hold-time points. Therefore, the proposed

model is 2.5X more e�cient than the piece-wise linear approximation based methods.

Furthermore, with the same number of setup-hold points (i.e., four points), the pro-

posed model is 10X more accurate compared to the piece-wise linear approximation

based methods.

2.5.2 Framework Evaluation

Taking the setup/hold-time inter-dependency into account is only necessary if there are

some �ip-�ops in the design for which the setup and hold slack are low concurrently.

This case can happen for complex designs with multiple clock and power domains. For

instance, in such a complex design, there might be �ip-�ops at the boundary of the

domains with a critical short path from one domain and a critical long path from another
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domain. On the other hand, in small designs with balanced pipeline stages, each �ip-

�op is typically at the endpoint of either a critical long path or a critical short path.

Therefore, for the �ip-�ops of such a design, the setup and hold skew are typically not

low concurrently.

The �ow has been evaluated using a single-core ARM Cortex M0 based microproces-

sor platform. The platform contains components such as the processor, timers, AXI bus,

and boot-loader. The size of the circuit is ∼22K cells and there are ∼3.3K �ip-�ops in

the design. This platform has only one power domain and has a global clock. Neverthe-

less, there are still some critical �ip-�ops for which considering the inter-dependency

of setup/hold-time is necessary. After going through synthesis and back-end �ow with

3.5ns clock period as the speed constraint for the design, the optimistic LIB �le and the

pessimistic LIB �le are used with the proposed �ow (shown in Fig. 2.11) to identify �ip-

�ops which setup/hold-time inter-dependency must be applied. As mentioned before,

the setup/hold-time of �ip-�ops are characterized independently in the conventional IC

design �ow. Therefore, the optimistic LIB �le is used in the standard timing analysis,

thereby the reported slacks can be larger than the actual values. By applying the pro-

posed, nine critical �ip-�ops were identi�ed, and out of them, one �ip-�op is marked to

be failing according to the proposed model. In Fig. 2.14, the results of this analysis are

shown. Instead of applying the proposed �ow, one can also use the pessimistic libraries

to make sure that the slack margins are safe. However, by using the pessimistic LIB �les,

the design costs increase. Based on our experiments, changing the libraries to the pes-

simistic ones increase the power consumption by 1.26%. Therefore, the proposed �ow

can reduce the cost of timing reliability by making the timing analysis more accurate.

2.6 summary

In this chapter, the concepts related to the timing of digital circuits are reviewed. New

models are developed for circuit timing and its unreliability problems. A new �ow is pro-

posed to capture the gradual timing degradation e�ects in the standard timing analysis

tools. To increase the accuracy of timing analysis, an analytical model for setup/hold-

time inter-dependency is also proposed. The proposed model is based on circuit level

parameters for conventional master-slave �ip-�ops. The accuracy of the model is ∼10X

higher than the existing piece-wise linear approximation based methods. The proposed

model characterizes setup/hold-time inter-dependency with ∼2.5X higher computation

e�ciency compared to the existing piece-wise linear approximation based methods. Fur-

thermore, a �ow is proposed to employ the model in the standard timing analysis tools.
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Figure 2.14: The setup/hold-time inter-dependency curve and the setup/hold-skew point for nine

critical �ip-�ops (distinguished by color) for which the inter-dependency should be

taken into account. One �ip-�op (shown by the cross and red color) is marked to be

failing according to the analysis.



“Study the past if you would de�ne the future”
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3
I N - S I T U D E L AY M O N I T O R I N G A L O N G T I M I N G PAT H S

3.1 introduction

In-situ delay monitoring is an advanced technique to monitor the timing reliability of

digital circuits. This technique is truly in-system, it can run in parallel to the primary

workload, and it can predict timing errors. However, the main challenges for this tech-

nique are the prohibitive design overheads, poor integrability in the design �ow, and

low coverage of timing critical components. Conventionally, in-situ delay monitors are

inserted at the endpoints of timing paths. In sharp contrast to this approach, a low-

overhead technique is proposed in this chapter where the insertion points are selected

along the timing paths. With the proposed approach, the cost per monitor and the num-

ber of required monitors are reduced while the coverage of timing critical components

increases. Furthermore, a design integration �ow is introduced to add monitors to the

design e�ectively.

In this chapter, �rst, the state of the art of in-situ delay monitoring are reviewed in

Section 3.2. Then, the design of the proposed in-situ monitor and its insertion �ow are

explained in Section 3.3. In Section 3.4, the trade-o� for selecting the monitor insertion

points are discussed. The experimental results of employing the technique are provided

in Section 3.5. Finally, Section 3.6 summarizes this chapter.

3.2 preliminaries and related works

In synchronous digital circuits, data propagates from primary inputs or sequential el-

ements, through combinational logic, to another or the same sequential gate or the

primary outputs of the circuit. Considering the data which propagates within the cir-

cuit (i.e., between �ip-�ops), the timing path starts from the clock pin of the launching

�ip-�op, continues through the timing arcs of some logic gates, and ends into the data

pin of a capturing �ip-�op. The path delay is the sum of the propagation delay of each

timing arc in the path. Within one clock period, the maximum data arrival time to a cir-

cuit node is the maximum delay from the clock pin of a launching �ip-�op to the node.

39
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Figure 3.1: The insertion points of monitors along the timing paths of digital circuits for di�erent

in-situ delay monitoring techniques.

The maximum delay of all the timing paths that end at a capture �ip-�op is the longest

path. The maximum data arrival time to the data input pin of a �ip-�op is equal to the

delay of longest path that ends at the �ip-�op. Furthermore, the maximum delay of each

timing path should not be more than one clock period, tclock. Otherwise, erroneous data

may be captured, i.e., a timing error may happen. Timing analysis is performed to �nd

the propagation delay of the paths and to make sure that a timing violation does not

happen. The delay of all paths could be calculated in a path-based timing analysis. Al-

ternatively, in block-based timing analysis, the maximum data arrival time is calculated

from summation and maximum operations to �nd the maximum delay of all paths end-

ing in each �ip-�op. The block-based timing analysis is a practical method because its

run-time is much less than the path-based approach [88].

In Fig. 3.1, an example of a timing path, and the possible insertion points of the

in-situ monitors are illustrated. The timing path starts from the launching �ip-�op,

goes through the combinational logic gates G1 to G6, and ends into the capturing �ip-

�op. Conventionally, in-situ delay monitors are inserted at the end-point of the timing

paths [66, 69] (see M1 in Fig. 3.1). Hence, a timing error is detected by sensing if the data

arrival is too late, i.e., a setup time violation occurs at the capture �ip-�op. To avoid �ip-

�op meta-stability and to avoid the complexity and overhead of error correction [89],

the monitors detect timing degradation before the actual timing error in the main �ip-

�ops. We call this guard banding between the monitors and the main �ip-�ops. The

guard banding is performed by adding a delay margin between the insertion point and

the input of the monitor (see DE before M2 in Fig. 3.1). In fact, DE makes the slack of M2

be less than the slack of the capturing �ip-�op, which means that there is a guard band

between the monitor triggering and the timing failure in the main design. Note that in-

serting the monitors at every �ip-�op adds a considerable design cost. Observe as well

that the detection of timing degradation depends on the excitation of the monitored

paths, i.e., the paths which end at the monitors. The monitored paths are not always

excited since path excitation is data dependent. Therefore, in-situ monitoring may have

limited observability to variability e�ects. In [72], the monitors are inserted at interme-
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diate points to reduce the number of monitors. The unmonitored parts of the paths are

accounted for by adding a pessimistic delay margin between the insertion point and

the input of the monitor (see G6’ in Fig. 3.1). Note that the guard band is still applied

by adding another delay margin before the monitor (see DE before M3 in Fig. 3.1). This

approach adds to the cost of each inserted monitor. To reduce the design overhead per

monitor, the monitor is therefore preferably inserted almost at the end of the paths to

reduce the additional gates per monitor. An inspection window is also required (e.g.,

by sampling the data multiple times) in such methods to de�ne the time at which any

transition should be �agged as timing error. However, this also adds to the design cost

of each monitor. Besides, inserting the monitors almost at the end of the path reduces

the opportunities to prevent the error within one cycle, and adds to the number of re-

quired monitors. However, instead of additional gates for a proper guard banding, the

insertion point of the monitor can be selected such that the slack of the monitor is made

less than the slack of the main design without additional gates (see M4 in Fig. 3.1).

In [90] and [91], the temporal middle point of the critical path is monitored to check

if a delay increase to the insertion point causes a transition after half of the clock period.

Observe that in the presence of variability e�ects, the critical path ranking may change.

Therefore, the candidate critical timing paths are those paths whose delay is longer than

a speci�c value. Note that the insertion points must be identi�ed based on the timing

report of all paths. Path-based timing analysis is required to obtain a list with all critical

paths. However, the path-based timing analysis is not feasible for medium to large size

circuits due to the complexity of the analysis [92] making the methods of [90] and [91]

impractical. Furthermore, in [90] and [91] no delay margin is added for guard banding

because it is assumed that the delay of monitored and unmonitored parts of the paths

degrade in a similar fashion.

In this chapter, a new in-situ chip-health monitoring technique is proposed with a

reduced number of monitors compared to endpoint monitoring and improved observ-

ability to delay degradation through selective insertion at intermediate points along

timing paths. Implicit guard banding is added by inserting the monitors at particular

points of the critical paths and reduce design cost per monitor by removing additional

delay margins (see M4 in Fig. 3.1). Furthermore, a novel technique is proposed, which is

based on graph-based static timing analysis to make sure that all critical paths are mon-

itored while the drawbacks of path-based static timing analysis are avoided. In order to

reduce design intrusion, a new implementation �ow is proposed that does not disturb

the timing and layout of the main design during monitor insertion.

3.3 in-situ delay monitoring within timing paths

In this section, the design of the in-situ monitor and our method to identify the set of

insertion points are described. Furthermore, a new design �ow is explained in which

the proposed technique is integrated into it.
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Figure 3.2: The design of in-situ monitor.

3.3.1 The Design In-Situ Monitor

The monitor detects delay degradation by checking if any late data transition occurs

during the second half of the clock period. Therefore, the insertion points should be

selected such that the maximum data arrival to the point is less than half of the clock

period, in the absence of variation e�ects. Since the monitors are intended to detect the

delay degradation, the insertion points should be selected such that in the presence of

variation e�ects, the maximum data arrival to the point is more than half of the clock

period. This late data arrival causes a transition in the second half of the clock period

which results in monitor excitation.

The design of the in-situ delay monitor is shown in Fig. 3.2. The monitor consists

of one latch which is transparent when the clock input is zero, one XOR gate, and two

bu�ers (B1 and B2 in Fig. 3.2). The latch captures the data value of the insertion point

at the negative clock edge. The XOR gate then �ags any transition which occurs during

the second half of the clock cycle. Delayed arrival of data to the insertion point implies

delay degradation, and the monitor detects it. Bu�er B1 minimizes the loading e�ect of

the monitor on the insertion point. Bu�er B2 is selected such that the inputs of the XOR

gate arrive simultaneously to avoid glitches (and reduce power consumption). Note that

B1 and B2 are small cells while the delay elements that are used for other techniques as

shown in Fig. 3.1 are large and expensive in terms of power.
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Figure 3.3: The de�nition of critical paths based on Slkmax.

3.3.2 Identifying the Insertion Points

The critical timing paths are de�ned as those paths whose delay is longer than a speci�c

value. Therefore, we de�ne the maximum monitored slack, Slkmax, as the constraint for

selecting the critical timing paths to be monitored, i.e., the critical paths are all the paths

whose delay is more than (tclock − Slkmax). This de�nition is illustrated in Fig. 3.3.

The timing graph of a digital circuit is a weighted directed graph G. The set of vertices

in G representing the ports and instance pins is V (G), and the set of directed edges

in G representing the timing arcs is E(G). The timing arc from vertex vi ∈ V (G) to

vertex vj ∈ V (G) is represented by eij ∈ E(G). Let the vector D ∈ Rn×1 contain the

maximum data arrival time to a vertex vi ∈ V (G). The maximum data arrival time to

vertex vi ∈ V (G) is represented as di ∈ D. Industrial timing analysis tools can report

the most critical path that includes any speci�c nodes, based on block-based timing

analysis [93]. We employ this report to �nd the maximum data arrival time to each

circuit node, i.e., to �nd D. Furthermore, based on this report, we can �nd the minimum

slack of the paths that cross each speci�c circuit node. Therefore, block-based timing

analysis also returns the vector SLK ∈ Rn×1, where SLK contains the minimum slack of

the paths that include each vertex vi ∈ V (G).

A cut C = (S1, S2) is created based on D, where

S1 = {vi ∈ V (G)|di < tmon}, (3.1)
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Figure 3.4: An example circuit graph showing the cut C = (S1, S2).

and

S2 = {vi ∈ V (G)|di ≥ tmon}, (3.2)

where tmon is the maximum delay from the launch �ip-�op to the monitor insertion

point. Note that during the clock tree synthesis, the design tool attempts to make the

delay from the clock ports to the clock pin of all �ip-�ops the same. Naturally, in a more

accurate analysis, clock skew should also be included. In the example of Fig. 3.4, a timing

graph, and the cut are illustrated. The set of boundary vertices, Sbnd ⊂ S1, is de�ned as

Sbnd = {vi ∈ V (G)|eij ∈ E(G),vi ∈ S1,vj ∈ S2}, (3.3)

where S1 and S2 are obtained from (3.1) and (3.2), respectively. The vertices in Sbnd are

candidates for insertion of the monitors. Screening is performed on Sbnd to �nd the

vertices which are in the critical paths and to insert the monitors at those vertices. The

set of insertion points is therefore

Sinp = {vi ∈ V (G)|vi ∈ Sbnd ∧ Slki < Slkmax}, (3.4)

where Sbnd is obtained from (3.3), and Slki ∈ SLK . Once the set of insertion points is

identi�ed from (3.4), the monitors are inserted at the corresponding gate pins of all

vertices in Sinp, according to the �ow which is explained in the next subsection.

Alternatively, the built-in features of an industrial timing analysis tool can be em-

ployed to �nd the insertion points more e�ectively [93]. With the timing analysis tool,

the most critical path that does not go through a set of particular circuit nodes can be

reported. We use this feature of the tool to maximize Slkmax. Algorithm 2 is the proposed



3.3 in-situ delay monitoring within timing paths 45

algorithm to �nd the set of insertion points. The inputs of the algorithm are nmon which

is the number of monitors, and tmon which is the maximum arrival time to the insertion

point. The algorithm returns the set of insertion points Sinp and Slkmax. Sinp is initially

an empty set, and the insertion points are added to this set in a for loop that iterates

nmon times. In each iteration, the most critical timing path that does not go through any

point in Sinp is reported. Then, Slkmax is set to the slack of the reported path, and the

�rst point with an arrival time of more than tmon is added to Sinp. After nmon iterations,

the �nal Sinp and Slkmax are obtained.

Algorithm 2 The �ow of �nd the insertion points with timing analysis tools.

1: procedure Find_Insertion_Points

2: Sinp← ∅

3: for i = 1 to nmon do
4: path← report the most critical timing path which does not go through

5: any point in Sinp
6: Slkmax← slack of path

7: inp← �nd the �rst point in path with arrival time of more than tinp
8: Sinp← Sinp ∪ {inp}
9: end for

10: return Sinp, Slkmax

11: end procedure

3.3.3 Integration in the Design Flow

The monitors are conventionally added to the design after the place and route step (see

e.g., [94] and [72]). However, such an implementation �ow perturbs the layout and the

timing of the main design [72]. To minimize the perturbation, we propose the imple-

mentation �ow illustrated in Fig. 3.5. In the proposed �ow, the monitors are added at

the synthesis stage with dangling insertion point inputs of the monitors. Yet, the clock

input of the monitors is connected such that their loading e�ect is taken into account

during the design steps (e.g., clock tree synthesis). The implementation with uncon-

nected monitors then goes through synthesis and back-end design steps. The insertion

points of the monitors are identi�ed based on the timing report when timing closure is

achieved after the place and route step. The monitors are then truly inserted into the

design by connecting them to the identi�ed insertion points (i.e., Sinp). Note that with

this approach, there is no loading on the non-critical paths and that the critical paths

which are used to determine Sinp are still the actual critical paths of the circuit after

this step. The insertion is done by generating a TCL script which contains Engineering
Change Order (ECO) commands. Alternatively, the TCL script provided in Code A.3 in
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Figure 3.5: The proposed implementation �ow.

Appendix A can be used to identify the insertion points with the built-in features of the

timing analysis tool.

After connecting the monitor insertion points, optimization is performed to compen-

sate for the loading e�ects of the monitors on the primary circuit. The maximum delay

to the monitors is set to tmon, to preserve guard-banding and to avoid over-optimization

of the circuit during the �nal optimization. Hence, in the proposed implementation �ow,

the number of monitors nmon is decided at the front end. Since the monitored paths are

the critical paths identi�ed by Slkmax, with a given nmon, we obtain a path coverage in

terms of Slkmax. Intuitively, by increasing nmon, a higher Slkmax is possible since more

paths are monitored. Alternatively, to monitor all of the critical paths according to a spe-

ci�c Slkmax, a prior analysis of the design is required to identify nmon according to Slkmax.

The analysis is, in fact, going through the �ow and identifying the set of insertion points

in the design, without monitors and targeting Slkmax. nmon is then identi�ed based on

the number of identi�ed insertion points. After this analysis, nmon is determined, and

the monitors are added according to the �ow that is shown in Fig. 3.5.

In this work, the conventional worst-case design approach for setup (i.e., slow corner)

is followed, and the monitors are added based on timing reports in the slow corner.

Inserting them at the points with the maximum arrival time of more than half of a clock

cycle results in negative slack for the monitors, while the main design is still signed

o� with zero/positive slack. Note that in the typical corner all setup slacks increase,

that the monitors’ slacks also increase, but that the slacks of the monitors are still less

than the slack of the main design to maintain the guard banding. Furthermore, since

the ranking of the most critical paths can change with corner change, we select more
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than one path to be monitored by de�ning Slkmax as the criteria for path selection for

monitoring. Therefore, one could insert the monitors in other timing corners provided

that the monitored paths are appropriately selected (i.e., with proper selection of Slkmax)

and the slack of the monitors are made less than the slack of the main design (i.e., with

proper selection of insertion points).

3.4 analysis of insertion point selection

In this section, the selection of tmon, as the central design knob in the proposed in-situ

monitoring technique, is discussed. First, we discuss the e�ect of tmon on guard banding

against variations.

3.4.1 Guard banding

Notice that when the monitor is inserted at a temporal intermediate point of the timing

path, it does not capture the e�ect of timing spread on the remaining logic gates which

are located after the insertion point. To investigate this e�ect, we performed 1000 Monte

Carlo simulations on the SPICE netlist of the critical path of an industrial design in

40nm technology. The Monte Carlo simulation is performed to capture the e�ect of

technology dependent local and global process variations on the gate delays of the path.

In Fig. 3.6 (a), the scatter plot of delay samples is shown for a full path delay tfull, versus

the delay of the path up to the insertion point of the monitor tmon. In this �gure, tfull and

tmon are normalized to clock period tclock and 0.5× tclock, respectively. The dashed lines in

the �gure divide the space into four regions according to the timing checks performed

on tmon and tfull. These checks are at half of the clock cycle for tmon, and at the end of

the clock cycle for tfull. Each sample then occurs in one of these regions

• True-Negative region: tfull < tclock and tmon < 0.5× tclock. Therefore, the monitor

truly detects no timing violation in the design.

• True-Positive region: tfull > tclock and tmon > 0.5 × tclock. Therefore, the monitor

truly detects timing violation in the design.

• False-Negative region: tfull > tclock and tmon < 0.5× tclock. Therefore, the monitor

falsely detects no timing violation in the design.

• False-Positive region: tfull < tclock and tmon > 0.5× tclock. Therefore, the monitor

falsely detects timing violation in the design.

True-Negative and True-Positive detection are desired, while False-Negative and False-

Positive detections are not. False-Negative detection must be avoided because in this

case, the gate delays after the insertion points may increase, but the monitors would

falsely show that the system is reliable. On the other hand, False-Positive detection can

be acceptable for chip-health monitoring since it re�ects delay degradation of some

gates while the full path still has enough margin. In fact, during regular circuit opera-

tion, only True-Negative detections are acceptable, and as the circuit degrades, it is pre-
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Figure 3.6: Scatter plot obtained from Monte Carlo simulations of a critical path delay of an in-

dustrial design showing tfull versus tmon for the cases where (a) tmon = 0.5× tclock, and

(b) tmon = 0.55 × tclock.

ferred to have False-Positive detections before True-Positive ones, to have a guard band

between the detection of delay degradation with the monitors and the actual timing

violation in the design. Note that this guard banding is implemented without additional

design cost by selecting the insertion points properly.

By inserting the monitor at a point closer to the endpoint, the delay to the insertion

point is higher, i.e., there are more samples with tmon > 0.5× tclock. Therefore, the points

are shifted to the right in the scatter plot, and thereby, more samples fall in the False-

Positive region. The scatter plots shown in Fig.3.6 (a) and (b) are for the cases in which

the insertion point is selected such that the average value of tmon is about 0.5 × tclock
and 0.55 × tclock, respectively. By inserting the monitors at the points which are after

the temporal middle point of the clock period (i.e., tmon > 0.5 × tclock), False-Negative

cases are avoided at the cost of more False-Positive ones. In both plots, the clock period

is selected as tclock = µfull + σfull, where µfull and σfull are the average and the standard

deviation of full path delay samples, respectively.

3.4.2 Recall and Precision Analysis

From a chip-health perspective, and for a more thorough investigation of the e�ect

of tmon on the relevance of the monitors’ outputs, we employ the precision and recall

metrics from binary classi�cation, de�ned as [95]

precision =
NTP

NTP +NFP
, (3.5)

and

recall =
NTP

NTP +NFN
, (3.6)
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Figure 3.7: The e�ect of tmon on the precision and recall metrics (a) precision and recall versus

tmon normalized to tclock = µfull + σfull The maximum precision subject to no False-

Negative prediction (recall=1) is 0.3367 (b) precision versus recall considering di�er-

ent tclock In a better-than-worst-case design (smaller tclock ) theprecision of the monitor

outputs increases.

whereNTP,NFP, andNFN are the number of samples which are in the True-Positive, False-

Positive, and False-Negative regions, respectively. In Fig. 3.7 (a), recall and precision

are plotted versus tmon considering tclock = µfull + σfull. To avoid False-Negative sam-

ples, based on (3.6) tmon is selected such that recall = 1, i.e., tmon ≈ 0.54 × tclock. The

obtained precision at this insertion point is 0.3367. There is a trade-o� between recall

and precision as tmon is varied. This trade-o� is illustrated in Fig. 3.7 (b). The choice of

tclock directly a�ects the available slack margin in the design. If tclock is longer (shorter),

the slack margin is more (less) and the probability of timing errors is less (more). In

Fig. 3.7 (b),precision versus recall is plotted for three choices of the tclock: the worst-case

value, tclock = µfull +σfull, and two better than worst-case values, being 5% and 10% shorter

than the worst-case tclock. The maximum precision considering recall=1 is also shown

in the �gure. As shown, a better-than-worst-case tclock results in a higher precision for

the monitors. That is because with a shorter tclock, more positive cases (i.e., timing viola-

tions) happen, and therefore this increases NTP (i.e., higher precision). On another hand,

a longer tclock indicates that even though the monitor �ags the delay increase, there is

enough slack margin to avoid the timing violation at the expense of higher NFP (i.e.,

lower precision). Consequently, there is a trad-o� between the choices of tclock and ttmon

to maximize precision (with recall = 1).
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Table 3.1: The runtime of path-based and the proposed method to identify monitor insertion

points, considering Slkmax = 0.1 × tclock, for di�erent ICT benchmark circuits synthe-

sized for 1GHz clock frequency.

Benchmark
Number of

Gates
Path-based
runtime (s)

Proposed Method
runtime (s) Speed up

B03 76 14.918 2.496 5.977

B04 266 19.605 5.665 3.461

B05 438 2026.936 13.300 152.401

B07 228 14.386 5.166 2.785

B09 104 21.071 2.930 7.191

3.5 experimental results

The proposed technique is employed for in-situ monitoring in an ARM Cortex M0 pro-

cessor, implemented in an industrial 40nm technology. Cadence Genus and Cadence

Innovus are used for synthesis and back-end design, respectively.

3.5.1 Computation E�ciency of Monitor Insertion Method

To show the computational e�ciency for identifying the insertion points, we bench-

marked it against the path-based method using six synthesized ITC benchmark circuits.

The path based method requires the list of all paths whose slack is less than Slkmax. Path-

based timing analysis is performed to get the list of the paths. The insertion points are

then identi�ed based on the arrival time to the intermediate points of all reported tim-

ing paths. On the other hand, with the proposed method, the set of insertion points are

obtained, given the maximum arrival time to all circuit points through block-based tim-

ing analysis. We employed both methods to �nd the insertion points of the monitors to

cover the same set of critical timing paths for Slkmax = 0.1 × tclock. All the circuits were

synthesized with a 1GHz clock frequency. Depending on the circuit structure and size,

the list of paths which should be monitored can be long or short. If the list of paths is

long, the path-based method requires more time and e�ort to report it. In Table 3.1, the

circuit size in terms of the number of gates, and the run-time of the path-based method

as well as the run-time of our method are shown. Based on the results, the run-time

of the path-based method is ∼2.8X to ∼152X more than our method, depending on the

circuit structure and size.
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Table 3.2: The implemented ARM Cortex M0 design speci�cations.

Target Frequency 200MHz

Number of gates 8441

Number of �ip-�ops 841

Number of IOs 136

Power (mW ) 2.333

Area (µm2) 15646

3.5.2 The Number of Insertion Points

The proposed technique is veri�ed for in-situ monitoring in an ARM Cortex M0 proces-

sor. The design speci�cations are provided in Table 3.2 for tclock=5ns. The target speed

of the design a�ects the topology of the circuit and its timing graph. Furthermore, the

number of monitors varies depending on the speci�ed tmon. To investigate the e�ect of

fclock and tmon on the number of monitors, tmon is varied from 50% to 100% of the clock

period, for a design implemented with di�erent target frequencies of 150MHz, 200MHz,

and 250MHz. Fig. 3.8 illustrates the results of this experiment. A slower design is more

relaxed, and the number of paths which are critical is less. Therefore, fewer monitors are

required to monitor critical paths in a slower design. However, note that although a de-

sign with lower target speed generally requires fewer monitors, since the synthesis tool

can synthesize the circuit di�erently, it can happen that for a speci�c tmon/tclock ratio the

number of required monitors is high with a lower target speed. This can be observed

at tmon = 0.9 × tclock in Fig. 3.8. The results shown in Fig. 3.8 are obtained considering

Slkmax = 0.1 × tclock. As can be observed in the �gure, depending on the target design

speed, there is a speci�c tmon for which the number of monitors is minimized. That is

because changing the target design speed a�ects the circuit topology by changing the

constraint for logic synthesis.

To show the e�ciency of the proposed monitor insertion technique compared to end-

point monitoring, we swept Slkmax. The results for the 200MHz design are shown in

Fig. 3.9. One can see that the number of in-situ monitors increases when Slkmax increases.

Thus, the e�ectiveness of the proposed method is higher when Slkmax is smaller. With

the proposed method, the number of monitors is reduced by up to ∼23X compared to

the traditional endpoint monitoring, as shown in Fig. 3.9.

3.5.3 Adding the monitors to the design

Based on the analysis discussed in the previous subsection, we added 64 monitors to

cover Slkmax = 0.05 × tclock. To compare our technique with similar methods in terms



52 in-situ delay monitoring along timing paths

Figure 3.8: The number of monitors versus delay up to insertion point normalized to tclock for the

ARM Cortex M0. The core was designed targeting di�erent frequencies, considering

Slkmax = 0.1 × tclock.

Figure 3.9: Comparison between the number of monitors with our technique (tmon = 0.7 × tclock)

and the number of monitored end-points for an ARM Cortex M0 processor considering

di�erent Slkmax values normalized to the tclock.
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Table 3.3: Design overhead, monitored slack, and the number of monitored �ip-�ops with the

proposed technique employed in an ARM Cortex M0 designed with a 200MHz speed

target.

Techniques based on insertion
points of monitors Endpoint SlackProbe Proposed

Insertion point (tinp) tclock 0.9 × tclock 0.6 × tclock

Number of monitors 64 64 64

Power overhead (%) 10 16 2.9

Area overhead (%) 5.05 8.8 3.15

Slkmax/tclock (%) 2.8 5.2 8.5

Number of monitored �ip-�ops 64 457 543

of design overhead, we also implemented two alternative techniques. In one of the

techniques, the monitors are added at the capturing �ip-�ops. In the other technique,

the monitors are inserted almost at the end to reduce the number of monitors. In all

cases, the number of monitors is �xed (64 monitors). The area and power overhead,

as well as the covered slack and the number of monitored �ip-�ops, are shown in Ta-

ble 3.3. The endpoint monitoring approach has the least coverage. According to the

results, more monitors are required to cover the same list of critical paths. Besides, due

to the additional delay elements and the shadow �ip-�op, the design overhead is also

too much for 64 monitors with endpoint monitoring, when compared to our technique.

In the other technique, the monitors are inserted almost at the end of the timing paths

(tmon = 0.9× tclock), which results in a reduced number of monitors. This approach allows

achieving higher coverage of critical endpoints compared to the endpoint monitoring.

Moreover, in addition to the monitor cells, more delay elements for the remainder of

the paths are required. Therefore, the power and area of this technique are signi�cantly

more. Based on the observed results, with our technique, power and area overhead is

about 5.5X and 2.8X less, respectively.

As was mentioned before, the monitors are truly inserted in the design when their

inputs are connected to the identi�ed insertion points. The slack of the monitors is

determined after connecting the monitor inputs, and depends on tmon in the selection

of insertion points. If tmon = 0.5 × tclock, then the worst-case slack of the monitors is

zero since the latches inside the monitors close at half of the clock cycle. If tmon > 0.5×

tclock the worst-case slack of the monitors is negative w.r.t 0.5 × tclock, i.e., the monitors

fail earlier than the main �ip-�ops in the presence of timing degradation. Therefore,

the design is guard banded with the monitors if tmon > 0.5 × tclock. In Fig. 3.10, the

slack histograms of the monitors and the main �ip-�ops are illustrated, considering

tmon = 0.6 × tclock and tmon = 0.7 × tclock. The shown histograms verify that higher tmon

results in lower slacks for the monitors. Note that the shown histogram is from a timing
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Figure 3.10: The histogram of slacks of monitors as well as the main �ip-�ops for ARM Cortex M0

design targeting 200MHz speed with 64 monitors considering (a) tmon = 0.6 × tclock,

and (b) tmon = 0.7 × tclock.

analysis in the slow corner. In the typical corner, the bins shift to higher slack values

The monitors must be inserted such that in regular operation (i.e., typical corner) the

is slack is positive to avoid False-Positive error predictions. As the delays of the circuit

components degrade, the slacks decrease. Since the slack of the monitors is smaller than

the slack of the main �ip-�ops, the monitors �ag the timing degradation before a timing

violation occurs at the main �ip-�op. With a higher tmon, the monitors start �agging

earlier because their slack is smaller, as shown in Fig. 3.10. Therefore, False-Positive

error predictions are higher when a higher tmon is used for monitor insertion.

We performed a netlist simulation for 10K cycles and obtained the number of cycles

in which at least one monitor �ags a warning (i.e., error prediction signal). The simula-

tion testbench runs image binarization, Finite Impulse Response �lter, In�nite Impulse

Response �lter, and WHILE(1) applications on the processor. Timing annotation is per-

formed at the typical corner, and delay scaling is applied to show the delay degradation

e�ect. To examine the e�ect of tmon on the guard banding of monitors against varia-

tions, two cases of tmon = 0.6 × tclock and tmon = 0.7 × tclock were considered for monitor

insertion. Fig. 3.11 shows the corresponding number of warnings. The ratio of the de-

lay scaling factor for which a timing violation happens, to the smallest delay scaling
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(a) (b)

Figure 3.11: The number of cycles with warnings generated by the monitors versus the delay

degradation factor. Results are of four applications obtained based on a netlist simula-

tion for 10K cycles with timing annotation at the typical corner and scaling the delays.

The insertion points of 64 monitors are identi�ed considering (a) tmon = 0.6 × tclock,

and (b) tmon = 0.7 × tclock.

factor for which the monitors generate a warning signal, re�ects the guard banding of

the monitors against delay variation. As shown in Fig. 3.11 (a), with tmon = 0.6 × tclock
the design is guard banded by 1.38X. Similarly, it can be observed from Fig. 3.11 (b) that

with tmon = 0.7× tclock the design is guard banded by 1.5X. Therefore, with a larger tmon

more guard banding is added with the monitors.

To assess the proposed methodology on a larger design, we applied it to an ARM

Cortex M3 processor which has more than ∼40K cells in 40nm technology (post place

and route) targeting 200MHz speed. Similar to the results of Fig. 3.9, Fig. 3.12 displays

the ones for the ARM Cortex M3. It can be observed that the proposed technique al-

lows better monitoring compared to the endpoint monitoring technique. Assuming that

Slkmax = 0.05 × tclock is intended, with the endpoint monitoring technique ∼2000 mon-

itors are required while with our technique, the same slack coverage is obtained with

less than 300 monitors when tmon = 0.7 × tclock. Therefore, compared to the endpoint

monitoring technique, more than 7X reduction in the number of monitors is achieved

for the same path coverage (Slkmax = 0.05 × tclock). Furthermore, the power and area

overhead of our in-situ monitoring technique are ∼3% and ∼1.9%, respectively.

3.5.4 Comparison With Logic Built-In Self-Test for Delay Fault Detection

In this subsection, the proposed technique is compared with Logic Built-In Self-Test
(LBIST) technique for detection of timing degradation in a large industrial design [96].

The techniques are compared in terms of e�ectiveness and design overheads (i.e., power,

area, and speed). LBIST is the standard method to test the ICs in-�eld by applying the
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Figure 3.12: Comparison between the number of monitors with our technique (tmon = 0.7× tclock)

and the number of monitored end-points for an ARM Cortex M3 processor consider-

ing di�erent Slkmax values normalized to the tclock.

test patterns and analyzing the responses without the presence of an external tester (i.e.,

in-�eld testing). The test patterns are generated randomly and applied to some nodes

in the circuit (control point), and the responses are collected from some nodes in the

circuit (observation point) and compressed as a short signature to be compared with a

reference signature that is stored in a memory. Although the primary usage of LBIST is

detecting the breakdown of logical gates modelled as stuck-at fault (i.e., some nodes are

constantly 0 or 1), it can also be used for at-speed testing. In at-speed testing, two test

vectors are applied consecutively to excite the critical paths of the circuit. The resulting

value in the �ip-�ops after applying the second vector must be captured at the nominal

clock speed. If this response does not match the reference response, delay degradation

is detected. This procedure must be repeated many times to make sure that most of (and

ideally, all of) the critical paths are tested (i.e., the test coverage is maximized).

Both techniques are implemented in an industrial design in 40nm technology. The de-

sign has ∼9 million gates, its size is ∼800000 µm2
, and it can run with 125MHz clock fre-

quency. The comparison of the techniques are summarized in Table 3.4. LBIST requires

increasing the control points (i.e., additional AND, OR gates) and observation points

(i.e., additional scan �ip-�ops) to achieve a good test coverage. Increasing the coverage

also requires additional storage area to generate more test vectors and compare more

responses. Overall, after adding ∼10k control points, ∼11k observation points, the con-

trol circuitry, and the required storage, LBIST increased the area and the total power of

the circuit by 17% and 56%, respectively. On the other hand, our technique requires 2435

monitors to cover all paths whose slacks are less than 5% of the clock period. The area

and the power overheads of our technique are 1.5% and 4.5%, respectively. Furthermore,

with LBIST, replacing all �ip-�ops with scan �ip-�ops, and adding the control and ob-
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Table 3.4: Comparing the proposed technique with LBIST technique for detection of timing degra-

dation in a large industrial design.

Metric
LBIST

technique
The proposed
technique

Area overhead 17 % 1.5 %

Power overhead 56 % 4.5 %

Speed overhead high low

Detectable faults
stuck-at fault, transition fault,

path delay fault

path delay fault

Path delay fault coverage
(Slkmax/tclock)

0.035 0.050

Online vs o�line O�ine Online

Integration in design �ow good good

servation points, disturbs the timing of the circuit (specially the critical paths) to a large

extent, while the speed overhead of our technique is due to the additional loading of the

monitors which is marginal. As mentioned before, LBIST can also detect stuck-at fault.

Besides, LBIST can detect the faults which cause large delay degradation in the circuit

(known as transition faults). However, our technique can only detect delay degradation

of the long paths provided that the degradation must be lower than half of the clock

period such that it causes a transition in the inspection window of the monitors. On the

other hands, LBIST can maximally cover critical paths whose slacks are less than 3.5% of

the clock period while our technique can cover the critical paths whose slacks are less

than 5% of the clock period. Note that this coverage can increase by adding more moni-

tors. Since LBIST requires stopping the main circuit to apply the test vectors and collect

the responses, it cannot be online. Our technique can run in parallel to the main circuit

thereby it is an online technique. Finally, since adding LBIST and design for test infras-

tructure is nowadays a standard part of design �ow, and we proposed a �ow to integrate

our technique in the design �ow e�ectively, both techniques have good integrability in

the design �ow.

3.6 summary

A new in-situ chip-health monitoring technique is proposed in this chapter with moni-

tor insertion at intermediate points along the critical timing paths. It is shown that with

e�ective guard banding, the un-monitored part of the paths are protected such that

false-negative detection is avoided. The guard banding is implemented without addi-
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tional overhead per monitor by adequately selecting the insertion points. The proposed

insertion technique is more than 2.8X faster compared to techniques that rely on path-

based timing analysis. Moreover, the number of required monitors is up to 23X less

compared to traditional endpoint monitoring for an ARM M0 processor. The power and

area overheads of monitoring delay variation in the ARM Cortex M0 design is reduced

by 5.5X and 2.8X, respectively. For designs with higher gate count, the number of mon-

itors scales up, but according to our experience with ARM Cortex M3, the number of

monitors with our technique is less compared to endpoint monitoring (∼7.5X). Further-

more, the design overheads and e�ectiveness of out technique is compared with LBIST

technique for detection of timing degradation in a large industrial design with ∼9 mil-

lion gates. The results show that our technique provides better coverage for detecting

path delay degradation, while its design overheads are lower.



“A single death is a tragedy; a million deaths is a statistic.”

— Joseph Stalin, Tehran Conference, 1943

4
S TAT I S T I C A L I N - S I T U D E L AY M O N I T O R I N G F O R E F F E C T I V E

C H I P H E A L T H T R A C K I N G

4.1 introduction

In the nano-scale era, circuit components have become more unpredictable due to the

variability and silicon aging e�ects. These uncertainties make the design of reliable

electronic systems challenging. Moreover, the ever-increasing demand for more e�-

cient designs (e.g., ultra low-power designs for battery-powered applications) adds to

the design uncertainties by amplifying the uncertainty e�ects [23]. In the presence of

aforementioned e�ects, tracking of timing reliability is crucial. The tracking technique

must be such that the e�ciency of the main design is not sacri�ced due to the overheads

of the technique. In this regard, improving the e�ciency of in-situ delay monitoring is

essential for an e�ective tracking of timing reliability. This e�ciency increases if more

information about the reliability status of the chip is extracted from the same moni-

toring hardware. In-situ delay monitoring is employed to sense the slack and �ag a

warning/error if the slack is critically low [97, 98]. That is done by checking if the crit-

ical path causes a transition during an inspection time window (we call this monitor

excitation). Therefore, the output of the monitor is seen as a binary value indicating

the presence of the problem. However, capturing the gradual e�ect of silicon aging on

the circuit timing requires a �ne-grain slack monitoring. For a more �ne-grained slack

measurement, Time to Digital Converters (TDC) are used [99]. The main challenge for

TDC is the signi�cant hardware overhead of this approach.

Conventional slack monitoring techniques intend to measure the worst-case static

slack, i.e., the slack of longest timing path. In sharp contrast to the conventional tech-

niques, a novel technique is proposed in this chapter that is based on Monitor Excitation
Rate (MER), that is de�ned as the probability of monitor excitation during a clock cy-

cle. A monitor is excited if on of the paths that end at it is excited. As circuit delays

degrade, the path delays increase. Therefore, excitation of more paths can cause exci-

tation of a monitor when circuit delays degrade. Hence, the monitors are excited more

59
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frequently when circuit delays degrade. We propose a novel chip health tracking tech-

nique in which a �ne-grained signature of the delay degradation is extracted from the

MER of monitors.

4.2 preliminaries and related works

As de�ned in Chapter 2, a timing path is a sequence of timing arcs. A timing paths is ex-

cited if all of the timing arcs that constitute the path are excited consecutively. Consider

two timing paths in the circuit, L1 and L2, that both of them start from the same origin.

Assume L2 is made up of the �rst n2 timing arcs out of the total n1 timing arcs of L1, i.e.,

n2 < n1. We call L2 the partial path of L1. L1 is excited only if the �rst n2 constituting

timing arcs (i.e., L2) and also the rest of its n1 − n2 timing arcs are excited. Hence, the

probability of excitation of L2 is higher than or equal to the probability of excitation of

L1. By adding the in-situ delay monitors within timing paths as described in Chapter 3,

new timing paths are added to the circuit which end to the latch of the monitors (see

Fig. 3.2). The in-situ monitors can monitor a critical path L1 based on the excitation of

its partial path L2. The observability of monitors is de�ned as the average number of

monitored paths per cycle. Since the probability excitation of L2 is higher than or equal

to L1 as mentioned before, the observability of within path inserted monitors are higher.

Traditional in-situ delay monitoring techniques insert the monitors at the end point or

close to the end point of timing paths [66, 72]. However, the observability is less when

the monitors are inserted closer to the endpoints.

The conventional in-situ monitoring techniques only check whether or not the slack

margins are tight (i.e., binary output) while it is essential to have a �ne-grain slack mon-

itoring to get a proper indication of aging e�ects. To get a �ne-grain measurement of

delay, TDC is employed in [62]. Although TDC is a reasonable choice for the replica

path based or the RO based monitoring techniques, inserting TDC at each critical path

increases hardware overhead substantially. Note that in reality multiple paths must be

monitored because the most critical path can change considering manufacturing and

environmental variations [98]. Besides, the sensitivity of TDC to variations limits its

measurement accuracy [62]. The state-of-the-art static slack monitoring techniques do

not use the underlying hardware in the most e�cient way. The innovative technique of

this chapter for in-situ delay monitoring enables �ne-grain monitoring of delay degra-

dation based on dynamic monitor excitation instead of measuring the static slack. With

the proposed technique, MER is used as an indication of delay degradation. In the next

section, the proposed chip-health tracking system is introduced.
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Figure 4.1: The proposed idea for chip-health tracking based on dynamic in-situ monitoring.

4.3 the proposed chip-health tracking system

For each monitor m, the set of paths that cause monitor excitation Sm are the paths

whose slacks at the latch of the monitor are negative. Since during each cycle only one

of these paths can be excited, the probability that the monitorm is excited is

MER =
∑
L∈Sm

pL , (4.1)

where pL is the probability of excitation of path L. As the circuit delays degrade, more

paths become critical, i.e., the size of Sm increases. Hence, based on (4.1), MER increases

when the circuit delays degrade. This relation is illustrated in the example shown in

Fig. 4.1. As shown in Fig. 4.1, suppose three paths with di�erent delays are ending at

the monitor. The monitor is excited when a transition occurs during its inspection win-

dow. When the monitor is excited, its output W becomes logic one. As path delays

increase, more paths can cause transitions during the inspection window. Therefore,

the MER increases when delays degrade, i.e., the probability of monitor’s output W=1

increases. Hence, there is a strong positive correlation between delay degradation and

MER. We employ this relation to generate a �ne-grained signature of chip-health status

with fewer hardware overheads.

The architecture of the proposed chip-health tracking system is shown in Fig. 4.2. This

system is made up of the monitors and the signature extractor. As shown in the �gure,

the monitors are connected to internal circuit nodes along critical timing paths. Delay

degradation is monitored by sensing data arrival time at the insertion points of monitors.

The monitoring information is then scanned out periodically to be analyzed with the
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Figure 4.2: The proposed chip-health tracking system and the Monitors block which consists of

the monitors connected in a scan chain.

signature extractor block. Accordingly, the monitors are either in the monitoring mode

or in the scan mode and this is determined by SE, i.e., when SE is high (low), monitors

are in scan (monitoring) mode. At the end of each scanning phase, all monitors are

reset to zero for the next monitoring phase. In this way, a time sampling of monitoring

excitation is implemented. The signature extractor continuously analyses the output of

monitors and generates the reliability signature based on MER.

If MER re�ects delay degradation which requires high monitoring observability, then

the proposed system outputs a �ne-grained health measurement. To increase the observ-

ability of monitoring, the monitors are inserted selectively at the intermediate points

along timing paths using the method that was introduced in Chapter 3. In addition to

that, since supply voltage scaling tightens the slack margins (i.e. increases the number of

monitored paths) and it also magni�es the sensitivity of delays to device parameters, the

supply voltage is lowered during chip-health tracking. This can be done safely during

the operational mode of the circuit with the technique that is introduced in Chapter 5

of this thesis for timing resilience. Therefore, with the design time approach of �nding

the best monitor insertion points, and with the run-time approach of scaling the sup-

ply voltage during chip-health tracking, the observability of monitoring is increased.

More detailed discussions of the monitors and the signature extractor are included in

the following two sections, successively.
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4.4 the monitors

As shown in Fig. 4.2, the monitors are connected in a scan chain. The output of the last

monitor in the chain is connected to Wout and the input of the �rst monitor in the chain

is tied low. During the scan phase, the stored values in the monitors are scanned out

and logic zero propagates to all scan �ip-�ops of monitors from the input of the �rst

monitor. Therefore, all monitors are reset to zero at the end of the scanning phase. Note

that the monitoring data stream has no intrusion to the main data stream of the circuit.

Furthermore, during the scan mode, there is no unnecessary toggling in the main circuit.

Hence, the chip-health tracking is performed in parallel to the main functionality at the

nominal speed. We take the design and the insertion �ow that has been introduced in

Chapter 3 for in-situ monitoring and modify the design to be used in the proposed chip-

health tracking system. The design of the monitor is shown in Fig. 4.3. As mentioned

before, the monitors are either in the monitoring mode (SE=0) or in the scan mode

(SE=1). In the monitoring mode, the monitor detects late data arrival with a latch and

an XOR gate. If the last transition at the insertion point occurs in the second half of the

clock cycle, the output of the XOR gate becomes logic one. If a late arrival is detected,

logic one is stored in the output scan �ip-�op. With a NOR gate, the logic one stays in

the scan �ip-�op as long as the monitor is in the monitoring mode.

As discussed in Chapter 3, in-situ delay monitoring relies on path excitation. If the

monitored path is not excited, the monitor fails to capture the degradation e�ect. There-

fore, it is essential to monitor more than one path to increase the sensitivity of MER to

delay degradation. Furthermore, in the presence of variation e�ects, the critical path of

the circuit can change [100]. The paths with lower slack are more critical and have more

priority for monitoring. All paths whose slack is less than a speci�c value are monitored

and the monitors are inserted at intermediate points of those paths. The input activity of

the monitor is illustrated in Fig. 4.3. The inspection window opens from t = 0.5 × tclock,

and it closes at t = tclock, where tclock is the clock period. Since multiple paths end at the

monitor, activity at the insertion point can start from the beginning of the clock cycle,

depending on the delay of the shortest path to the insertion point. The last transition

during each clock cycle can happen at t=tmon, where tmon is equal to the maximum delay

to the insertion point. According to (4.1), MER as a�ected by the number of the paths

that end into the monitor with negative slacks (i.e., the size of Sm ) and the probability

of excitation of each of those paths. Increasing tmon can change the size of Sm and pL in

(4.1) because the paths that end into the monitors change. Therefore, tmon a�ects MER

by a�ecting the chance of transition during the inspection window. The optimal value

of tmon depends on the circuit topology and the activity of circuit nodes.
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Figure 4.3: The design of monitor and activity of monitor insertion point.

4.5 the signature extractor

As introduced before, the signature extractor analyzes the monitoring data to generate

a reliability signature based on MER. To get MER, the monitors are periodically reset to

zero after reading the monitoring data. In this way, a time-sampling of monitor exci-

tation is implemented. In Fig. 4.4, the signature extractor is illustrated. SE controls the

sampling period and it is generated with a counter which up-counts to a speci�edperiod

and starts from zero again. When the counter value is less than nmon, SE is logic one to

scan out all monitoring data. The monitors are reset to zero after this by propagating

logic zero in the scan chain. Then, SE becomes logic zero for (period-nmon) cycles and

during this time the monitors capture late data arrivals. Intuitively, when circuit delays

increase, more monitors are excited, and each monitor is excited more frequently. To get

an indication of MER, the overall number of excitation is counted continuously in the sig-

nature extractor, with anm-bit counter that is enabled with Win. The counter up-counts

until it reaches to its limit (2
m − 1) and starts from zero again. Hence, with higher MER

the m-bit counter over�ows faster. The over�ow of the m-bit counter is �agged with

a signal that is high for one clock cycle. Therefore, more frequent over�ows indicates

that the delay degradation e�ect is more severe. To measure this frequency, a timer is

used to get the number of cycles between consecutive over�ows of the m-bit counter.

The output of the timer is sampled whenm-bit counter over�ows and the timer is reset

to zero afterward. The sampled value of the timer can have too much variations due to

the varying activities, and therefore varying path excitation, in the circuit. To have a
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Figure 4.4: The design of signature extractor.

more stable output signature, low-pass �ltering is applied to the sampled timer value.

The �nal signature is thereby obtained as

S[i] =
(A− 1) × S[i − 1] + Timer[i]

A
, (4.2)

where S is signature, i is the sample number, A is the weight factor, and Timer is the

sampled value of the timer. Since the m-bit counter is only enabled during scan mode

(Win can be logic one only in this mode), the timer is disabled during monitoring mode

by connecting enable port of timer to SE. As shown in Fig. 4.4, the over�ow signal

coming from them-bit counter is combined with an over�ow signal of the timer, to get

the enable signal for sampling. That is because if m-bit counter does not over�ow or it

over�ows very rarely, the timer over�ows. In this case, the timer value is not valid and it

should not be sampled. Therefore, the delay degradation for which signature generation

starts is determined according to the bit-width of the timer. If the timer’s bit-width is low,

then it over�ows faster and signature generation only starts ifm-bit counter over�ows

more frequently, i.e. when delay degradation is more. On the other hand, if the timer’s

bit-width is high, it enables measuring the less frequent over�ows of them-bit counter,

thereby the signature is generated for lower delay degradation factors. Therefore, the

bit-width of timer determines the threshold of signature generation.

The design parameters of the proposed chip health tracking system are shown and

described in Table 4.1. One can take an empirical approach to choose the optimal val-

ues for these parameters. That is because the optimal values of the parameters depend

on the circuit topology and the activity of circuit nodes. In this work, we choose these

parameters empirically for our benchmark circuit to illustrate that the proposed chip

health tracking system is functional (the results are discussed in Section 4.6). Neverthe-
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Table 4.1: The design parameters of the proposed chip health tracking technique.

parameter description

nmon The number of monitors is determined based on the target

coverage of the paths (discussed in Chapter∼3).

tmon The insertion points of the monitors are determined based

on tmon which a�ects the number of monitors and guard-

banding between monitors excitation and timing error in the

circuit (discussed in Chapter∼3) as well as maximizing the

observability of the monitors (discussed in Section 4.4).

A The �ltering coe�cient of the sampled timer value in the sig-

nature extractor block. The selection ofA a�ects the smooth-

ness of the output signature and the time that it takes to

become stable.

m The bit-width of the counter which counts the number of

monitors excitation (m-bit counter). A low value ofm causes

more frequent over-�ow of the counter and thereby the sig-

nature extraction starts when delay degradation e�ect is rel-

atively low. When m is larger the signature starts when de-

lay degradation e�ect is relatively high.

period The period of the pulse signal which drives scan enable in-

puts of monitors. The number of cycles in which SE is high is

constant and equal to nmon . The number of cycles in which

this signal is high is equal to (period−nmon ). Therefore, pe-
riod determines the duration in which the monitors are in

the monitoring mode.

bit-width of

Timer
The bit-width of timer in the signature extractor block deter-

mines the threshold of MER at which signature generation

starts (i.e., signature>0). That is because timer is sampled

when m-bit counter over�ows. If the bit-width of timer is

low, it over�ows faster and no signature is generated until

for relatively low MER. If the bit-width of timer is higher,

then it can be sampled before over�ow and for relatively

low MER signature is generated.
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less, an analytical approach to �nd the optimal parameters is to be investigated in the

future works. The objectives and constraints of the optimisations can be extracted from

the descriptions of the parameters in Table 4.1.

4.6 experimental results

The proposed chip-health tracking system is evaluated with an ARM Cortex M0 pro-

cessor in 40nm technology. The target speed for the design is 200MHz. Cadence tools

for front-end and back-end design, namely Genus and Innovus, are used for implemen-

tation. Timing analysis is performed with Cadence Tempus, and netlist simulation is

performed with Cadence Incisive. The design corners are slow and fast for setup and

hold analysis, respectively. To have a realistic sense of design margins, the typical cor-

ner is considered for netlist simulation with timing. We used the aging simulation that

was introduced in Chapter 2, the BTI model from [24], and assumed that the threshold

voltage of transistors degrades by 10% after 10 years of constant stress. To apply this

degradation to the timing analysis, derating factors are speci�ed for each of the gate

delays according to the obtained delay degradation. For netlist simulation of the aged

circuit, the SDF �le is dumped from the timing analysis tool. Besides, the delay scaling

factor is applied during timing annotation from the SDF �le.

We performed netlist simulation for the ARM Cortex M0 with annotated timings to

evaluate the functionality of our chip-health tracking system. The simulation testbench

runs an FFT application on the processor for 100K cycles. 64 monitors are added to the

design with tmon = 0.6 × tclock. The period of SE is 128 cycles, which means that the

monitors are in the monitoring mode for 64 cycles, as explained in the previous section.

The output of the m-bit counter is shown in Fig. 4.5. For this simulation, three delay

scaling factors are applied: 1.4X, 1.5X, and 1.6X. Note that based on our experiments,

the delays can be scaled up to ∼1.75X without having any timing error in the main

design. As can be observed, with a higher delay scaling factor, the frequency of over�ow

increases. That is because MER is higher and this results in more countings with them-

bit counter. In this experiment, the bit-width of the m-bit counter is m = 4. With a

higher (lower)m, the frequency of over�owing decreases (increases).

In Fig. 4.6, the output signature is shown considering di�erent delay scaling factors.

The bit-width of the timer is 11 and the weight factor in (4.2) is A=8. As can be observed,

when the delay scaling factor is 1.5X, the signature is zero, i.e. the signature is not gen-

erated. That is because up to this delay scaling factor, the over�ow frequency of m-bit

counter is so low that the timer over�ows always and the sampling is not enabled. When

the delay scaling factor increases from 1.5X, the signature generation starts. As can be

seen, with a higher delay scaling factor, the signature value is lower and that is because

the over�ow frequency of the m-bit counter increases when the delays are scaled up.

The waveforms that are shown in Fig. 4.6 verify that the proposed chip-health tracking

system re�ects the delay degradation with distinct signatures for distinct delay scaling
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Figure 4.5: The output of them-bit counter before over�ow detector considering three delay scal-

ing factors (a) 1.4X, (b) 1.5X, and (c) 1.6X.

Figure 4.6: The signature considering di�erent delay scaling factors.
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Figure 4.7: The averaged signature versus age with 1.55X delay scaling and the lifetime based on

the signature with fresh 1.6X delay scaling.

factors. Nevertheless, to have a monotonic signature change with delay degradation, the

signature output bits must be tied high when signature is not generated. For instance, in

Fig. 4.6, signature value for 1.5X delay scaling should be higher than 1.55X. This can be

done by setting the signature output register bits to one at the start, instead of resetting

them to zero.

To get one number which re�ects the age of the circuit, the average value of the sig-

nature is calculated. Note that the signature is a weighted average of timer samples and

calculating its average requires less memory compared to calculating the average value

of timer samples directly. In Fig. 4.7, the mean value of the signature over 50K cycles is

shown versus the age of the circuit, considering 1.55X delay scaling. This scaling factor

is used because based on the results that are shown in Fig. 4.6, the signature is more sta-

ble with 1.55X delay scaling. It can be observed that the age of the circuit is re�ected in

the mean value of the signature properly. Suppose, error-free functionality of the circuit

is guaranteed when the voltage is scaled down to the point where the delays are 1.6X

more than the nominal voltage. The mean value of the corresponding signature (SL) is

shown with the dashed line in the �gure. This value is stored when the circuit is fresh

and during the lifetime of the circuit, the distance between the average signature and

the threshold line is calculated as an indicator of available design margins. When the

circuit is fresh, the distance is maximum, and as the circuit ages, the distance decreases,

indicating that the slack margin is decreased. When the distance becomes negative, the

margins are decreased to a level that the correct functionality of the main circuit can-

not be guaranteed anymore. Therefore, the guaranteed lifetime of the circuit is ∼4 years

based on Fig. 4.7.



70 statistical in-situ delay monitoring for effective chip health tracking

4.7 summary

In this chapter, a new chip-health tracking technique has been proposed which re�ects

the delay degradation in a �ne-grained signature. The proposed technique is based on

in-situ delay monitoring and it uses the underlying in-situ delay monitoring hardware

more e�ciently compared to the conventional static slack monitoring techniques. The

idea is based on the fact that as the circuit delays degrade, the monitors are excited more

frequently. A signature of chip-health status is then extracted from the excitation rate

of the monitors, which indicates the degradation e�ects. The proposed idea is imple-

mented for chip-health tracking of an ARM Cortex M0 processor. The results of netlist

simulation with aging-induced delay degradation veri�ed that the generated signature

of chip-health status can re�ect delay degradation clearly.



“Delay is preferable to error.”

— Thomas Je�erson, Letter to George Washington, 1792

5
W I T H I N - C YC L E E R R O R P R E V E N T I O N F O R T I M I N G R E S I L I E N C E

5.1 introduction

The traditional way of implementing a digital circuit with reliable timing considers the

worst-case timing conditions at the design time. This static approach scari�es the cir-

cuit quality and results in large slack margins in most of the manufactured chip. Timing
speculation (TS) systems intend to regain the sacri�ced circuit quality by adding the

slack margin dynamically, provided that the circuit should work reliably in the worst-

case conditions. That is done by checking if a timing error has happened (going to

happen), and masking (avoiding) the error accordingly. The chip health tracking tech-

niques, which are based on in-situ delay monitoring, rely on the dynamic excitation of

the monitors. Since the excitation of the monitors is based on the running workload, the

observability of monitoring depends on the workload. For real-time chip health track-

ing, the system must remain operational while its reliability status is being tracked. As

mentioned in Chapter 1, one of the requirement for chip health tracking is that it must

run in parallel to the circuit’s operation. To make sure that the circuit remains opera-

tional while it is being monitored, we propose a TS in this chapter to make the circuit

resilient against timing degradation while it is being monitored.

A TS is presented in this chapter that is based on the low-overhead in-situ delay mon-

itoring technique, which is described in Chapter 3. The insertion of monitors within

timing paths enables timing error prevention within the same clock cycle. For timing

error prevention, a global clock stretching unit extends the clock period temporarily.

With the proposed error prevention technique, up to ∼22% delay degradation is toler-

ated with a negligible energy overhead of less than ∼1%. Furthermore, the proposed

TS system is combined with supply voltage scaling to reduce the consumed energy by

∼30%.

In what follows, �rst, the state-of-the-art TS systems are reviewed in section 2. The

proposed TS system is explained in section 3. In section 4, the trade-o� between the

parameters of the proposed system is discussed. The experimental results of using the

proposed TS system are provided in section 5. Finally, section 6 summarizes the chapter.

71
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5.2 related works

TS systems are extensively investigated in the literature (see e.g., [67, 69, 71, 101, 102]).

These systems are based on a monitoring mechanism and an error prevention/detection

technique. Error prevention is better because the overheads, design intrusion, and com-

plexity of error correction techniques are more. In many works, TS systems are based on

in-situ monitoring due to advantages over other techniques (see Chapter 3 for a detailed

discussion). In some works (see e.g. [91]), the error prevention based in situ monitoring

is implemented by connecting the output of the monitor to the capture �ip-�op of the

monitored critical path to enable time borrowing. Time borrowing is thereby performed

at the endpoint of each timing path to prevent timing error. Therefore, all capturing �ip-

�ops must be redesigned to have a clock stretching circuitry inside. Besides, stretching

the clock period locally at each �ip-�op may cause hold time violations. This approach

adds to the hold time margin of all �ip-�ops with clock stretching capability. Further-

more, clock stretching may accumulate along following pipeline stages depending upon

consequent time borrowings, which eventually may cause a setup time violation at one

of the �ip-�ops. Finally, in practice, multiple critical paths end at the same �ip-�op in a

normal design. Therefore, the clock stretching must be done when any of those paths

are excited. Connecting the clock stretching enable signal to many monitors is not prac-

tical. Therefore, a local error prevention strategy may cause timing problems due to

both setup and hold time violations in the next pipeline stage from skewing the clock

between �ip-�ops. The authors of [94] propose a TS technique with within-cycle global

clock stretching in which the occurrence of a timing error is predicted with a transi-

tion detector along the timing path. The insertion point of the monitor is selected such

that the clock manipulation is performed before the end of the clock cycle. However,

the in-situ monitoring technique in [94] does not take into account the variability of

the unmonitored part of the path. Furthermore, it requires to generate an inspection

window which adds to the overhead of the approach. The use of global clock stretching

in combination with in-situ monitoring has been considered in other works too (see

e.g. [103]). Nevertheless, the clock stretching unit in those works are PLL-based and

normally it takes more than one clock cycle to take e�ect (see e.g. [104]). Recently, an

all-digital clock stretching unit has been proposed in [105] which is based on a delay

line to provide di�erent clock phases.

In this chapter, a new TS is proposed to prevent timing error using within path

inserted in-situ delay monitors and within-cycle clock pulse stretching. A new clock

stretching unit is proposed that is more power and area e�cient compared to the cir-

cuit proposed in [105] due to its e�cient micro-architectural implementation. By using

the proposed TS, up to ∼25% delay degradation is tolerated with negligible energy over-

head.
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5.3 the proposed timing speculation system

The proposed TS system consists of in-situ monitors, an OR-tree, and a clock stretching

unit, as shown in Fig. 5.1. The monitors are connected to a set of insertion points along

critical timing paths. Since the insertion of monitors is at intermediate points along the

paths, a (potential) delay degradation can be detected before the end of the clock cycle.

The OR-tree collects the outputs of the monitors into one bit (W in Fig. 5.1). The clock

stretching unit delays the start of the next clock cycle depending upon the output of the

OR-tree to make sure that the delayed paths still �t into the current cycle. Therefore, the

monitoring, the collection of monitor outputs with the OR-tree, and the error prevention

should �t into one clock cycle.

The proposed clock stretching unit is illustrated in Fig. 5.2. In the clock stretching unit,

the output clock is stretched by increasing the clock phase dynamically, i.e. the phase

of the clock is increased by a �xed degree every time that the output of the OR-tree is

high at the end of the cycle. This phase shifting is performed by circular selection from

n di�erent clock phases, i.e. the clock phase can increase by 360
◦
/n. We considered four

clock phases indicating that the clock phase can be shifted by 90
◦
. The four phases are

generated based on an input clock pulse whose frequency is 2X higher than the clock

frequency of the main design, as shown in Fig. 5.2. The phase selection is performed

using a MUX gate whose select signal is driven by a 2-bit counter. The 2-bit counter

up-counts every time the output of the OR-tree is high at the end of the cycle. Hence,

if at least one monitor predicts a timing violation, the clock stretching unit delays the

upcoming clock positive edge by one-quarter of the clock period to avoid a setup time

violation. One can consider a more �ne-tuned clock stretching by having more clock

phases. Note that clock stretching happens globally (i.e. at all �ip-�ops), thereby no risk

of hold time violation. Since the output of the MUX is used for the counter, a narrow

pulse will appear at the output clock (see n1 in Fig. 5.2). Glitch suppression is thereby

required to have a clean clock signal at the output. This is done by generating the ap-

propriate glitch suppression signal (see n3 in Fig. 5.2) and delaying the output of MUX

(see n2 in Fig. 5.2).

Clock stretching has been employed in adaptive clocking systems. However, not all

adaptive clocking systems are suitable for within-cycle error prevention because many

of those require more than one cycle to take e�ect. In [106], clock gating is employed

for clock manipulation. However, gating one clock cycle means shifting the clock edge

by one cycle, which causes a performance loss. In other works, (see e.g. [105]) the clock

is manipulated by shifting the edge for less than a cycle to reduce the performance loss

when preventing timing errors. However, those techniques rely on a delay line which

imposes higher hardware overhead and element-wise variation sensitivity compared

to our clock stretching technique. We implemented the proposed clock stretching unit

in 40nm technology. The proposed clock stretching unit has a power consumption of

1.126µW at the nominal supply voltage (i.e. 1.1V) to generate a 200MHz clock pulse
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Figure 5.1: A high-level view to the proposed timing speculation technique.

at the output. Furthermore, the area of the proposed circuit is 96µm2
. Therefore, the

proposed circuit is much more power and area e�cient compared to the circuit proposed

in [105].

5.4 inspection window and or-tree delay

As introduced before, the inspection window of the monitor is the second half of the

clock cycle. During the inspection window, the output of the monitor changes if there

is any toggling at the insertion point after the negative clock edge. The insertion point

is selected in the worst-case corner based on the maximum delay to the insertion point,

which causes the last toggling at this point. Therefore, the maximum delay to the out-

put of monitor tmon is the sum of maximum delay to the insertion point and the delay

of bu�ers and XOR gate in the monitor (see Fig. 5.3). The monitoring data is thereby

stable after tmon to be collected with the OR-tree into one bit, which triggers the clock

stretching unit. Since the clock selection should be made before the end of the clock

cycle,

tmon + tOR + tsel < tclock, (5.1)

where tOR is the delay of OR-tree and tsel is the delay of clock selection (i.e., to generate

enable signal of Counter in clock stretching unit). The OR-tree delay together with the

clock period, thereby put a constraint on the maximum value for tmon. We synthesized

a 32, 64, and 128 inputs OR-tree with an industrial CMOS 40nm technology considering

distinct maximum delays as the constraints. The power versus delay of the OR-tree

with the di�erent number of inputs is plotted in Fig. 5.3. The design point is selected

such that the power of the OR-tree circuit is 10% more than the power when the delay
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Figure 5.2: The design of clock stretching unit in the proposed timing speculation technique.

constraint is relatively long. Therefore, the delay of the OR-tree is in the range of 390ps

to 550ps, depending on the number of inputs. Due to the design of monitors, tmon should

be more than half of the clock period. Therefore, the OR-tree delay value indicates that

according to (5.1), the proposed TS technique is suitable for the designs with the speed

constraint of less than ∼1GHz in 40nm technology.

5.5 experimental results

In this section, experimental results are provided, and the e�ectiveness of the proposed

TS system is evaluated. This evaluation is done considering the variation resilience

achieved with the proposed system. The experiments were performed using an indus-

trial CMOS 40nm technology. The proposed system is employed for timing resilience

of an ARM Cortex M0 processor. Cadence Genus, Innovus, and Incisive were employed

for the front-end design, back-end design, and netlist simulation, respectively.

5.5.1 Robustness

The proposed error prevention system is implemented by following the implementation

�ow, which has been introduced in Chapter 3. The OR-tree is also added to the design

with monitors at the synthesis level, and proper timing constraints are set to avoid

over-optimization. Besides, the output of monitors are connected to the inputs of OR-

tree, and the output of the OR-tree, which collects monitor outputs, is connected to the
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Figure 5.3: The power versus delay of the OR-tree considering the di�erent number of inputs, n.

The design point is selected considering 10% increase in the power compared to the

power when the delay is relatively long.

Figure 5.4: Netlist simulation waveforms showing System Clock being stretched by the clock

stretching unit in response to a warning signal, W, generated by the monitors.

clock stretching unit in the same design stage. If a given monitor predicts an error, the

next clock cycle starts with a delay (i.e., the clock edge is shifted) to avoid the timing

error.

In Fig. 5.4, the simulation waveforms showing the output of the OR-tree (W) and the

system clock are illustrated. The clock edge is shifted by 1.25ns (=T /4) if W is high at

the end of the clock cycle. That means that the execution time of a task on the processor

is delayed if error prevention is performed during its execution. On the other hand, the

e�ective power consumption decreases with error prevention due to clock stretching

as it decreases the e�ective frequency of the design. For instance, if at least one moni-

tor �ags a warning in each cycle, the clock is stretched for every cycle resulting in an

e�ective clock period which is 25% longer.

Therefore, the circuit works with a 20% lower clock frequency, and consequently,

the power consumption decreases. Furthermore, putting less guard banding by having

smaller tmon prevents unnecessary error prevention during error-free operation; thereby,
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the performance penalty is less. In Fig. 5.5 (a) and (b) the speed, power, and energy

overhead of the proposed error prevention system are illustrated with tmon = 0.6 ×T

and tmon = 0.7 ×T , respectively. With tmon = 0.6 ×T , no clock stretching occurs up to

1.3X delay scaling. If the delay is scaled to higher values, the clock stretching occurs in

some cycles, and the speed and energy overhead starts to increase. Note that the power

overhead reduces due to the decreased e�ective clock frequency from stretching the

clock.

For tmon = 0.7×T , the clock stretching starts from a lower delay scaling factor of 1.1X,

because the slack of the monitors is less, i.e., the monitors are more pessimistic. It can be

observed that with the proposed error prevention scheme, the system can tolerate more

delay degradation compared to the original one. The resilience with tmon = 0.7×T is less

compared to tmon = 0.6×T , because according to (5.1) with higher tmon the output of the

monitors becomes False-Negative for a lower delay scaling factor, i.e the monitor misses

to capture the late transition at the insertion point. Without activating the technique,

timing failure occurs when the delay scaling factor is 1.8X, while the technique allows

delay scaling of up to 2.2X. Overall, the results show that with the proposed TS system,

the resilience is increased by up to ∼22% with a negligible energy cost of less than 1%.

5.5.2 Better-Than-Worst-Case Design

The proposed technique can be used in a better-than-worst-case design. A better-than-

worst-case design can use overclocking or supply voltage scaling to convert the slack

margin to power and speed improvements. Assuming that the IC instance is in the typ-

ical corner, the proposed TS system combined with supply voltage scaling is used to

improve the power e�ciency of the circuit. The LIB �le (which contains power and tim-

ing information) is characterized for a typical case in di�erent voltages from 0.9V to

1.1V. The characterized liberty �les are used to see the e�ect of supply voltage scaling

on the power and timing of the circuit. In order to assess the e�ciency of the technique,

the reference design is chosen to be an ARM Cortex M0 processor without the technique

in the typical corner and at the nominal supply voltage (i.e. 1.1V). The supply voltage is

scaled to lower than nominal values without timing failure. In Fig. 5.6, the speed, power,

and energy overhead of technique versus the supply voltage are illustrated. In order to

get this results, at each voltage, the circuit timing is analyzed, simulation with the anno-

tated timing is performed, and the power is calculated with the obtained activity. The

simulation test-bench runs Fast Fourier Transform (FFT) application for 10K cycles. As

can be observed from the results, with supply voltage scaling, up to 10% speed overhead

is caused due to clock stretching. On the other hand, power and energy are reduced by

∼40% and ∼30%, respectively. Therefore, the proposed TS system can be combined with

supply voltage scaling to reduce the cost of over-engineering e�ectively.
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(a)

(b)

Figure 5.5: Speed, power, and energy penalty due to clock stretching versus the delay degradation

obtained from a netlist simulation of 10K cycles with timing annotation in the typical

corner. The insertion points of 64 monitors are identi�ed considering (a) tmon = 0.6×T ,

and (b) tmon = 0.7 ×T .
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Figure 5.6: Speed, power, and energy overheads due to clock stretching versus supply voltage

obtained from a netlist simulation of 10K cycles with timing annotation in the typical

corner. The insertion points of 64 monitors are identi�ed considering tmon = 0.6 ×T

5.5.3 Scalability

Since in a larger design, the number of required monitors increases, the OR-tree should

also scale up accordingly. According to (5.1), the sum of error prediction delay, OR-tree

delay, and clock selection delay should �t into one clock cycle. Hence, the OR-tree de-

lay can become a bottleneck when the design is too big, or the target speed is too high.

In Fig. 5.7, the delay of the OR-tree is shown based on its power-delay characteristic

considering di�erent input counts. It can be seen that for 1000 inputs, the delay of the

OR-tree is less than 1ns. According to (5.1) and assuming tsel is negligible, for tOR=1ns

and tmon ≈ tmon = 0.6 ×T the lower boundary for T is 2.5ns, i.e. the maximum speed

according to (5.1) is therefore 400MHz. On the other hand, with almost at the endpoint

monitoring (e.g. tmon ≈ tmon = 0.9×T ), for the same OR-tree delay the maximum achiev-

able speed is 100MHz (according to (5.1) and assuming negligible tsel). Therefore, the

proposed TS system allows a higher clock speed not only because it allows a reduction

in the number of monitors (i.e. lower OR-tree delay) but also because it leaves more

room for the OR-tree delay by inserting the monitors deeper inside the timing paths.

5.6 summary

A new TS has been proposed in which the monitors are inserted along timing paths,

and timing errors are predicted within one clock cycle by checking if the delay of the

�rst part of a path has increased such that an undesired transition happens during the

second half the clock cycle. The variation resilience is improved by ∼22% with the pro-

posed error prevention technique. The proposed error prevention technique is based on

a global clock stretching module connected to the output of an OR-tree which collects
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Figure 5.7: Delay of OR-tree versus the number of inputs based on the power-delay characteristic.

the monitor outputs. The energy overhead of resilience with the proposed error preven-

tion technique is less than 1% which is negligible compared to the state of the art error

recovery techniques. Furthermore, the proposed system is combined with supply volt-

age scaling to reduce the power and energy of an ARM Cortex M0 processor by ∼40%

and ∼30%, respectively.



“Science, my lad, is made up of mistakes, but they are mistakes
which it is useful to make, because they lead little by little to the truth.”

— Jules Verne, A Journey to the Center of the Earth, 1864

6
S I L I C O N I M P L E M E N TAT I O N

6.1 introduction

In this chapter, we will discuss the Application Speci�c Integrated Circuit (ASIC) imple-

mentation of the proposed ideas in two microprocessor platforms in 40nm technology.

Due to some implementation issues, the expected functionalities are not fully achieved.

The design issues are mainly related to the procedure of adding the monitors to the de-

sign (i.e.before synthesis or after place and route), enabling automatic clock gating in the

design, and proper utilization of commands to report timing in the design tool. In spite

of the implementation issues, the experimental results show that the proposed ideas are

functional. In what follows, �rst, an ASIC implementation of the proposed within-path

in-situ delay monitoring for chip health tracking is explained, and the design issues are

discussed. Then, an ASIC implementation of the proposed in-situ delay monitoring and

within-cycle timing error avoidance techniques are explained and discussed.

6.2 tape-out 1: chip-health tracking

A preliminary version of the proposed idea for chip health tracking (discussed in Chap-

ters 3 and 4) was implemented in a microprocessor platform. The full chip contains two

independent single-core microprocessor platforms which are physically separated. One

of the platforms contains the chip health tracking technique, and the other platform

serves as a reference to evaluate the design overheads of the technique. The output of

the technique is a signature of reliability status based on scanning out the contents of

within-path-inserted in-situ delay monitors. The design of the microprocessor platform

is generated with CompSOC tool �ow [107, 108]. CompSOC is a full stack of hardware

from Register Transfer Level (RTL) to software for multi-core microprocessor platforms,

that guarantee the composability and predictability of the running applications [108].
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Figure 6.1: The architecture of the single-core microprocessor platform that is generated with

CompSOC �ow.

6.2.1 The Architecture of Microprocessor Platform

The architecture of the platform is shown in Fig. 6.1. As shown in the �gure, the plat-

form is made up of an ARM Cortex M0 processor, two 64KB Static Random Access Mem-
ory (SRAM) memory blocks, an Advanced Extensible Interface (AXI) bus, three timers, a

Universal Asynchronous Receiver-Transmitter (UART) module, the stage reset block, and

the boot-loader. The UART module has a programmable baud rate. Furthermore, the

three timers enable having time stamps. The time stamps are needed to guarantee the

composability and predictability of the running applications [108].

The boot procedure works as follows. When the platform is in reset, the stage reset

block keeps the whole platform in the reset mode. When the reset input is released,

the staged reset takes the platform out of reset after some cycles. The processor stays in

reset until the boot-loader take it out of reset. The boot-loader waits for a 2-bit command

through UART to perform one of the following actions:

• WRITE (01): write the UART data in a speci�ed address of the memory,

• READ (10): read from a speci�ed address of the memory and export it through

UART, and

• START (11): take the processor out of reset, and give the control of the bus to it.

The content of memory is transferred through UART and using the write functionality

of boot-loader. This procedure must be done when the chip is powered on because the

SRAM memories are volatile (i.e., the contents of memories are lost when the chip is

powered o�).
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Figure 6.2: The design and insertion point of the in-situ monitor in tape-out 1.

6.2.2 The Implemented Chip-Health Tracking Technique

The chip health tracking technique is implemented in one of the microprocessor plat-

forms when timing closure is achieved with 200MHz clock frequency. The implemented

version of proposed technique is shown in Fig. 6.2. This design has similarities to the

design which was introduced in Chapters 3 and 4 of this thesis (see Fig. 3.2, Fig. 4.2, and

Fig. 4.3). The main di�erences are that in the implemented version:

• the gates of the monitors are added to the design after the place and route step

instead of during the synthesis step,

• the clock pin of the monitors are connected to the clock pin of the launching

�ip-�op in the monitored critical path instead of being connected to the global

clock,

• the delays to the monitor insertion points are not preserved, and

• the signature extractor block is not implemented (the raw monitoring data is

scanned out).

In what follows, the implementation steps are explained.

As shown in Fig. 6.2, the monitors are inserted at the intermediate points of the critical

paths. To have access to the monitoring data, the monitors are connected in a scan chain

and they are either in the monitoring mode or in the scan mode. In the monitoring mode,

any late data arrival to each monitor is captured by storing logic one in the monitor. In

the scan mode, the stored monitoring data is scanned out at the nominal speed of the

circuit (i.e. 200MHz). The modes are determined using the scan enable (SE) pin of the
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monitors, available on the chip IOs. Due to the speed limitation of the IO cells, the

monitoring data is parallelized into 4 bits to make sure that the signature bits do not

toggle with more than 50MHz frequency during the scan mode.

As mentioned before, the implementation �ow for this tape-out is di�erent from the

implementation �ow that has been discussed in Chapter 3 of this thesis. In this tape-out,

the logical gates of each monitor (i.e. one latch, one scan �ip-�op, one XOR gate, and one

OR gate) are added after the place and route step when timing closure is achieved. The

clock input (CK), and the insertion point (INP) are identi�ed for each monitor based on

the timing report. In order to get the timing report, one critical timing path per �ip-�op

is reported after the place and route stage. For each reported critical path, the monitor

gates are added �rst (using addInstance command). Then, the clock signal of the

launching �ip-�op of the path is connected (using attachTerm command) to the CK

input of the monitor. Furthermore, after obtaining the data arrival to each internal point

of the path in the timing report, the insertion point is selected based on the monitor in-

sertion criteria (i.e., tmon as de�ned in Chapter 3). The selected insertion point is then

connected (using attachTerm command) to the INP input of the corresponding mon-

itor. The scan chain is made by connecting the scan input of the inserted monitor (SI) to

the the output of the previously inserted monitor (using attachTerm command). For

the �rst inserted monitor, SI is connected to logic zero with tie low cell. ECO commands

(i.e., ecoPlace and ecoRoute) are used afterward to perform the physical placement

and routing of the monitor gates in the design. 94 monitors have been added to design

based on the timing reports to cover one critical path per �ip-�op, for all �ip-�ops whose

slacks are less than 15% of clock period (i.e., Slkmax = 750ps) with tmon = 0.6 ×T = 3ns .

Note that since only one critical path per �ip-�op is covered, the number of monitors

is much less than what is expected considering the design size. Finally, post-route opti-

mization is performed to minimize the design intrusion of the monitors on the timing

of the circuit, i.e., to compensate for the additional loading on the circuit nodes. This

�nal optimizations are performed without preserving the maximum arrival time to mon-

itors. Therefore, the design tool tries to optimize the design such that the latest arrival

time to the insertion point is not larger than half of the clock period, because the latch

of monitors closes at the negative clock edge. This a�ects the timing of the circuit to

some extent and the monitors are not necessarily inserted at the intended point, i.e.,

tmon = 3ns does not necessarily hold after performing the optimization.

As discussed in Chapter 3, the monitors can predict a timing error if there is still

enough slack at main �ip-�ops while the slacks of the monitors are negative. In Fig. 6.3,

the histogram of the design slacks is shown in the slow corner, the typical corner, and

the typical process corner with scaled supply voltage. As can be seen, the slacks of

the monitors are negative in the slow corner, while the slacks of the main �ip-�ops

are non-negative. In the typical corner (P=TT,VDD=1.1V, T=27
◦
C), all slacks increase as

shown in Fig. 6.3-(b). Based on the shown histogram, the slacks of both the monitors and

the main �ip-�ops are non-negative in the typical corner. Hence, there is no monitor
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Figure 6.3: The slack histogram for (a) the slow corner, (b) the typical process corner at nominal

voltage (1.1V), and (c) the typical process corner with lowered supply voltage to 0.9V.
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Figure 6.4: The layout and the die micro-graph of the �rst tape-out.

excitation in the typical corner. In Fig. 6.3-(c), the histogram of the slacks is shown in the

typical corner with scaled supply voltage to VDD=0.9V. As can be seen, the slack of the

monitors, as well as some of the main �ip-�ops become negative in this corner. However,

the slacks of the monitors are still less than the slacks of the main �ip-�ops. Therefore,

the monitors are more pessimistic than the main �ip-�ops, and they are excited earlier

than timing error in the main �ip-�ops.

6.2.3 Physical Implementation

Starting from the RTL code of the microprocessor platform, Cadence Genus and Innovus

were used for synthesis and back-end design, respectively, with an industrial standard

cell library in 40nm technology. In Fig. 6.4, the layout and the die micro-graph of the

chip are shown. The die size is 1.85mm×1.79mm, and the total number of gates and IOs

are ∼128k and 96, respectively. As shown in the �gure, the two design are physically

separated and they can work independently. The monitors are added to the left platform

and the left platform is used a reference. The �oor-planning and IOs are mirrored to

make sure that the designs are comparable in terms design costs. A Delay Locked Loop
(DLL) is used to synthesize the internal 200MHz clock from an external 50MHz oscillator

designed by Alejandro Rodriguez [109]. The DLL can multiply the input frequency by

X1 (bypass DLL), X2, X4, and X8 factors. There are three voltage domains in each design:

The IO voltage domain (2.5V), the �xed core voltage domain for DLL and the internal

IO signals (1.1V), and the scalable core voltage domain for logic gates and memories (≤

1.1V). Having the scalable voltage domain allows us to increase the delays with supply

voltage scaling. With increasing the delays, we can reduce the slack margins to mimic

timing degradation and validate the functionality of the proposed chip-health tracking

technique. For the scalable voltage domain, the analog type of voltage IO cells are used

from the IO library. Since this type of IO cells do not have electrostatic discharge (ESD)
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Figure 6.5: The evaluation board for tape-out 1.

protection, four ESD protection cells are added in each platform, as can be seen at the top

of the layout shown in Fig. 6.4. For debugging purposes, 8 bits of the program counter

register of CM0, the sleep pin of CM0, the lockup pin of CM0, and the reset pin of CM0,

and the reset output of staged reset block are wired out on the chip IOs. Furthermore,

a down-converted version of the internal clock signal is available on the chip IOs. For

the monitors, the SI input and four bits of scanned out monitoring data are available on

the chip IOs. In the reference design, the monitoring related output pins are tied low.

6.2.4 Experiments

The evaluation board is shown in Fig. 6.5. The board is powered through a USB B port.

An FTDI chip is used as a USB to serial converter to communicate with the chip. The

supply voltages of the chip (including the scalable one) are connected to an on-board

programmable voltage regulator chip. Also, current and voltage measurements are per-

formed on the board through some speci�c for this purpose. Programming the supply

voltages and reading from the current and voltage sensors are also done through the

FTDI chip.

In Fig. 6.6, the power consumption of both designs versus supply voltage are illus-

trated when the designs are running an application at 200MHz and 100MHz. Since the

timing of the design is closed at the slow corner, for the measured chip, which is in a

better-than-worst-case corner, the supply voltage can be scaled down without any tim-

ing error. When the supply voltage is lower than a speci�c value, a timing violation

occurs in the design. The minimum functional supply voltage is less when the running

frequency is lower. That is because the slack margin increases at a lower frequency.

As can be observed in Fig. 6.6, the minimum supply voltage is ∼50mV lower when the

running frequency is reduced from 200MHz to 100MHz. The results of the power mea-

surements are summarized in Table 6.1. Based on the results, the overall power overhead
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Figure 6.6: The total power consumption of the monitored and reference platforms versus the

supply voltage at (a) 200MHz, and (b) 100MHz.
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Table 6.1: The power measurements at the nominal voltage and two running frequencies for the

�rst tape-out.

Monitored Platform Reference Platform

Frequency 200MHz 100MHz 200MHz 100MHz

IO Current (mA) 10.08 8.39 9.98 8.37

Core Current (mA) 6.51 3.41 6.25 3.29

Core Power (mW) 7.225 3.750 6.904 3.668

Total Power (mW) 32.900 24.812 32.595 24.778

of the technique is ∼0.93% and ∼1.1% at 200MHz and 100MHz, respectively. Since the

IO power is dominant, the core power (i.e. the power of logic gates and memories) gives

a better sense of the power overhead of the technique. Considering the core power con-

sumption, the power overhead of the monitoring technique is ∼4.65% and ∼2.24% at

200MHz and 100MHz, respectively.

To test the functionality of the chip-health tracking technique, the 4-bit monitoring

data is probed with an oscilloscope. A periodic square wave signal with a proper duty-

cycle is connected to SE input of the monitors. During the experiment, the platforms

run an application in an in�nite loop, and to excite the monitors, the supply voltage is

scaled down. At the nominal supply voltage, unexpected toggling has been observed

on the monitoring data output (i.e., the signature) at the beginning of the scan period.

This observation is not expected because the process corner of the chip is typical and

the slack of the monitors must be so large that they should not be excited. To make sure

that the slack of the monitors are su�ciently large, the same experiment is repeated

at lower frequencies (100MHz and 50MHz). However, we observed no change in the

output of the monitors. Also, when the supply voltage was scaled down (to reduce the

slacks), the output signature stayed the same at all voltage and frequency pairs. Chang-

ing the supply voltage and frequency should increase the MER, and the output signature

must contain more toggling at lower supply voltages and/or higher frequencies. We also

repeated the same experiments on di�erent samples of the chip. Nevertheless, the out-

put signatures were the same for all samples at di�erent voltage and frequency pairs.

Therefore, there must be a design issue which must be investigated.

6.2.5 Discussions

To �nd the design issue, we performed a netlist simulation with annotated timings in

the the typical corner. Based on the histogram shown in Fig. 6.3-(b), toggling at the

output signature is not expected because the slacks of the monitors are not negative in

the typical corner. However, the simulation waveforms were consistent with the exper-
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monitor due to the gated clock signal.

imental results, i.e., the same toggling is observed on the output of the monitors. After

investigating the source of the problem, the insertion of clock gating cells during logic

synthesis is identi�ed as the source of the problem.

During logic synthesis, the synthesis tool has automatically inserted clock gating cells

in the design (automatic clock gating was enabled in the synthesis script). Automatic

clock gating is a technique for power reduction in which unnecessary activity at the

clock pin of �ip-�ops are avoided by gating the clock at some �ip-�ops based on the

data path. More speci�cally, the tool inserts clock gating cells to gate clock pulse in the

cycles that the data in the �ip-�op stays the same. As mentioned before, the clock pin

of the monitors (see Fig. 6.2) are connected to the clock pin of the launching �ip-�ops

of the monitored critical paths. Connecting the clock pins of the monitors to the clock

pins of �ip-�ops means that the clock signals of the monitors can be gated occasionally.

However, since the data at the insertion point can change due to another timing path,

wrong information can be stored in the monitors, as illustrated in Fig. 6.7 with some

example waveforms. In Fig. 6.7-(a), the example waveforms of clock signal, the data at

the insertion point (INP), the output of the latch inside monitor (LAT/Q), the output

of the XOR gate inside monitor (XOR/OUT), and the output of the monitor (W) are

illustrated for a chip without timing degradation. As expected, the content of monitor

(W) stays zero when the clock signal is not gated. In Fig. 6.7-(b), a similar example is

illustrated with gated clock signal at the monitor. INP can change with another timing

path with a di�erent clock signal which is not gated in the same cycle. However, the

gated clock pulse keeps the latch opaque to its input, and thereby its content does not

change with INP. This di�erence between INP and LAT/Q is �agged with XOR gate and

the monitor stores a wrong value at the following clock positive edge. Therefore, with

gated clock signal, the monitor mistakenly warns of timing degradation in the circuit.
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The main design issue with this implementation is that the cells of monitors are added

to the design after place and route and the clock pins of the monitors are connected to

the launching �ip-�ops of the reported critical paths. Besides, the loading e�ect on the

clock tree needs to be balanced during clock tree synthesis step, not after the place

and route steps. This means that when the monitors are activated, the clock signal is

disturbed, and this may cause functional failure in the main design.

Hence, due to an improper insertion of the monitors and with automatic clock gat-

ing insertion in the design, the taped out version of the proposed in-situ chip-health

tracking technique is not functional. Note that this design issue is solved in the imple-

mentation �ow that was introduced in Chapter 3 (see Fig. 3.5), in which the monitors

are added at the synthesis stage with clock pin connected to main clock signal, and INP

input connected after timing closure. In this way, we make sure that the clock signals of

the monitors are not gated and their loading e�ects on the main clock tree of the design

are taken into account properly.

6.3 tape-out 2: within-cycle error prevention

In the second tape-out, a multi-processor platform that is generated with CompSOC

tool �ow is implemented in TSMC 40nm technology. One of the three processor tiles

in the platform is made resilient against timing degradation by in-situ monitoring and

clock pulse stealing.

6.3.1 The Architecture of Multi-processor Platform

The architecture of the platform is shown in Fig. 6.8. The platform has three processor

tiles. The processor tiles are similar to the single-core platform which was implemented

in tape-out 1, with additional communication memories and network on chip interface.

The complete platform also contains one memory tile, one communication tile, and a

Network on Chip (NoC) [110]. Furthermore, one of the processor tiles (tile 3) is equipped

with a Coarse-Grained Re-con�gurable Architecture (CGRA) accelerator [111]. For a more

detailed view of the compSOC architecture is shown in Fig. B.1 in Appendix B. The

proposed techniques for chip-health tracking and timing resilience are implemented in

the processor tile 2.

6.3.2 The Implemented Chip-Health Tracking and Resilience Techniques

The implemented chip-health tracking and timing resilience techniques are shown in

Fig. 6.8. Timing resilience is achieved by gating one clock pulse from the system clock.

Note that with this approach the clock period is extended by one full clock period, while

in the TS system which was introduced in Chapter 5, the clock period is extended by

a quarter of original clock period. Therefore, the performance overhead of the imple-
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Figure 6.8: Architecture view to the taped out idea in a multi-processor platform generated from

CompSOC �ow.

mented technique is 4X higher than the one which is explained in Chapter 5. 256 in-situ

delay monitors are inserted in the processor tile at the intermediate points along the

paths which are reported as critical path based on their slacks. The design of the im-

plemented in-situ delay monitor is similar to the previous designs, i.e., it is made up of

a latch and an XOR gate. The outputs of the XOR gates of the monitors are collected

with an OR tree into one bit, i.e., if at least one monitor is excited, the output of the OR

tree goes high. The OR tree is synthesized separately with proper timing constraints

considering the clock period and the criteria for monitor insertion points (i.e., tmon as

introduced in Chapter 3). The delay of the OR tree is optimized such that its output

goes high before the end of the clock cycle. During the implementation �ow, the OR

tree gates are preserved from optimization to make sure that the delay of the OR tree

does not increase. As shown in Fig. 6.8, the output of the OR tree is connected to a clock

gating cell which gates the upcoming clock edge. In this way, if any monitor is excited,

the current clock cycle is doubled in order to avoid a timing error. The clock gating cell is

inserted between the DLL and the internal clock input of the whole platform. Therefore,

clock manipulation is applied to the clock signal of the complete platform, i.e., the gated

clock goes in to the NoC, all processor tiles etc. Since the excitation of the monitors is

triggered with the internal 200MHz system clock, and due to speed limitations of the IO

cells, the output of the OR tree is stored if at least one monitor is excited in any cycle.

In fact, if the output of the OR tree goes high, a logic one is stored in a �ip-�op. The

output of this �ip-�op is wired out to the chip IO to be used as an indication of a timing
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Figure 6.9: The layout and the die micro-graph of the second tape-out.

degradation occurrence. The reset pin of this �ip-�op is also wired out to the chip IO to

have control on its content. Similar to tape-out 1, the voltage of the monitored proces-

sor tile is made scalable. In this way, the circuit delays are increased by supply voltage

scaling. Due to speed limitation of IOs, the system clock is down converted by X4 and

wired out to chip IO (see “Output clock” in Fig. 6.8) to be able to observe the e�ect of

the stolen clock pulses. The e�ect of clock pulse stealing on the output clock is that its

period increases by 25% (or 50%, if two consecutive monitor excitations occur).

6.3.3 Physical Implementation

In Fig. 6.9, the layout and the die micro-graph of the second tape-out are shown. The

design size is 1.9mm×3.8mm. The number of gates and IOs are ∼815k and 51, respec-

tively, and the target speed of the design is 200MHz. The DLL can multiply a 50MHz

input clock frequency by X1 (bypass DLL), X2, X4, and X8. The monitored processor

tile is physically separated from the rest of the platform (highlighted in Fig. 6.9), and

its supply voltage is made scalable by separating its power rails from the rest of the

platform and using the special analog type of voltage IO cells for it. ESD protection cells

are inserted between these supply voltage IO cells and the main circuit.

In this tape-out, the implementation �ow which is illustrated in Fig. 3.5 is followed

for monitor insertion. First, the OR tree is synthesized with maximum delay given by
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(5.1) in Chapter 3. Then, the gates of the 256 monitors (i.e., a latch and an XOR gate

per monitor) as well as the gates of the synthesized OR tree are added to the RTL of

the design. With preserving of the gates of the monitors and the OR tree, the design

went through synthesis, �oor-planning, and place and route. When timing closure is

achieved, a long list of critical timing paths are reported, the insertion points are iden-

ti�ed by parsing the timing report, and the monitors are connected to the identi�ed

insertion points. Based on the timing report, with 256 insertion points, 2772 paths (2317

unique end-points) are covered, and the maximum slack of the covered paths is 1.857ns

(Slkmax = 0.37 × tclock). The insertion points are selected based on the arrival time crite-

ria of 3ns, i.e., 0.5ns after the negative clock edge (tmon = 0.6 × tclock). After connecting

the monitors to the identi�ed insertion points, the target slack of the monitors is set

to -0.5ns, and design optimization is performed to minimize the loading e�ect of the

monitors.

On the IO pins of the chip, there are three pins which are dedicated for the imple-

mented technique:

• DFS_E enables the technique by enabling the corresponding clock gating cell

(“Pulse stealing enable” in Fig. 6.8) and its internally inverted value connected to

reset pin of the �ip-�op which stores the output of the OR tree (“Warning reset”

in Fig. 6.8),

• DFS_O is connected to the output of the �ip-�op which stores the output of the

OR tree (“Warning” in Fig. 6.8), and

• CLK_G is the down-converted internal clock signal of the system (“Output clock”

in Fig. 6.8).

DFS_O pin goes high and stays high after monitor excitation until the capturing �ip-�op

is reset with the inverted DFS_E input pin.

6.3.4 Experimental Results

The evaluation board for this tape-out is shown in Fig. 6.10. Similar to the previous

board, power and communication are through a USB B port. An FTDI chip emulates

the UART communication and also allows access to the voltage regulators and current

sensors. There are three current sensors in the design to measure the power of IO cells,

the power of the processor tile with our implemented technique, and the power of the

rest of the platform. In Table 6.2, the measured powers from each of the sensors are

shown.

The monitored processor tile can work standalone by transferring the application and

data to its memory through the communication pins (i.e., the UART pins). In our exper-

iments, we program the monitored processor tile and degrade the delays to investigate

the behavior of our technique. As mentioned before, the voltage of the monitored pro-

cessor tile is scalable. The �ow of running experiments is illustrated in Fig. 6.11. During

the experiments, the test application with the input data are transferred to the platform
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Figure 6.10: The evaluation board for tape-out 2.

Table 6.2: The power measurements for the second tape-out.

IO 26mW 15%

Core (Tile1, Tile3, DLL, memory and communication tiles) 127mW 73.4%

Tile 2 (processor tile with the timing resilience technique) 20mW 11.6%

Total 174mW 100%

at the nominal voltage. The same application is executed on the same data on the PC to

get the golden output data. Then, the supply voltage of the platform is scaled down to

run the test application at the test voltage. To collect the output data from the platform,

an application is transferred to the platform which reads memory content and sends the

read data out through UART module to be read by PC for comparison. This application

is transferred to the platform and runs at the nominal voltage. Finally, the output of the

platform is compared with the golden output to check if timing error has occurred in

the circuit at the test voltage.

Since the IC samples are in the typical corner, at the nominal voltage, no monitor

excitation occurs, i.e., independent of DFS_E, the period of the output clock stays 20ns

(i.e., 4X of internal clock period), and DFS_O stays zero. When the monitor excitation

occurs, DFS_O goes high if the technique is activated by setting DFS_E to one. With

monitor excitation the period of output clock also becomes 25ns (or 30ns if two internal

clock period extensions happen consequently) occasionally. In Fig. 6.12, the captured

waveforms of clock output and DFS_O are shown. To capture these waveforms, Digital

IO inputs of an oscilloscope with proper signal acquisition settings are used. A periodic

signal with a very long period (e.g. 250ms) is applied to DFS_E to activate the technique

periodically and capture the e�ect delay degradation and monitor excitation on DFS_O

and the output clock. To capture this e�ect, DFS_O is used as the triggering signal of
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Figure 6.11: The �ow of running experiments.

oscilloscope because its positive edge shows the moment when at least one monitor is

excited and the output clock is extended. The illustrated waveforms in Fig. 6.12 are ob-

tained at three di�erent supply voltage values. As can be observed, lowering the supply

voltage increases the number of times that the period of the output clock is extended

(red circles in the �gure). Therefore, the clock pulse stealing (i.e., monitor excitation)

occurs when circuit delays degrade due to lowering the supply voltage value.

As the supply voltage is scaled down, circuit delays increase and at a speci�c volt-

age, Vwarn, the clock pulse stealing starts (DFS_O=1) if the technique is activated (i.e.,

when DFS_E=1). Furthermore, without activating the technique (i.e., when DFS_E=0),

the supply voltage can be scaled down to a speci�c voltage Vmin at which a timing vi-

olation occurs. Note that since the slacks of the monitors are less than the slacks of

the main �ip-�ops, the clock pulse stealing starts at a voltage higher than the voltage

which causes timing failure, i.e., Vwarn > Vmin. When the proposed technique is acti-

vated (DFS_E=1), the extensions of the clock period makes the circuit more resilient

against timing degradation. Therefore, the supply voltage can be scaled down to a lower

value Vmin,R when DFS_E=1, i.e., Vmin,R < Vmin when DFS_E=1. In Fig. 6.13, Vmin, Vmin,R,

and Vwarn are illustrated for �ve di�erent samples of the design. As can be observed,

Vwarn > Vmin > Vmin,R holds for all samples of the design. Due to the di�erence between

the available slack margins of timing paths in di�erent samples, the margins between

Vmin, Vmin,R, and Vwarn vary. Note that the level noise on the supply voltage is less than

0.5mV.

The available slack margin can be converted to power reduction by scaling the supply

voltage down to the minimum working voltage. In Fig. 6.14, the power consumption of

the circuit is shown for the �ve samples of the IC at Vmin, Vmin,R, Vwarn, and the nominal

supply voltage value Vnom. Based on the results, compared to the nominal voltage, the

power consumption of the circuit can be reduced by∼21% on average if the circuit works

at Vwarn. If the supply voltage is lowered to Vmin (Vmin,R), the power saving increases to
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(c)

(a)

(b)

Figure 6.12: The e�ect of voltage scaling on the waveforms of the output clock of chip (with proper

signal acquisition settings to digitize the waveforms): (a) at nominal voltage when no

clock pulse stealing occurs, (b) at the voltage which the clock pulse stealing starts,

and (c) at a lower voltage when clock pulses are stolen more often.

Chip 1 Chip 2 Chip 3 Chip 4 Chip 5

Vwarn 0.948 0.97 0.98 0.998 0.971

Vmin 0.935 0.949 0.955 0.957 0.952

Vmin,R 0.922 0.935 0.939 0.945 0.94
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Figure 6.13: The e�ect of process variations on Vmin, Vmin,R, and Vwarn.
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Figure 6.14: The e�ect of process variations on the power of the chip at Vmin, Vmin,R, Vwarn, and

Vnom.

∼28% (∼34%). However, it is safer to keep a margin between the operating voltage and

the minimum supply voltage. A safe operating voltage for the circuit is Vwarn because

at this voltage, the circuit works safely with a minimal distance with Vmin. This safety

margin is increased with the implemented TS system which lowers the minimum supply

voltage further down to Vmin,R. Note that the performance overhead of TS system is

negligible when the circuit works at Vwarn and clock period is extended only if timing

degradation happens.

In Fig. 6.15, the Clock Pulse Stealing Rate (CPSR) is plotted versus the supply voltage

value for chip 1. The results are obtained by collecting multiple samples of output clock

waveform at di�erent supply voltage values and counting the number of times that

the internal clock period is extended based on the waveform of the output clock. As

expected, the CPSR is zero at higher voltages. It can be seen from the results that the

CPSR starts to increase at 0.938 V, and it increases to∼25% at 0.935 V. Note that the circuit

was operational during this experiment, i.e., timing errors are avoided by doubling the

clock period dynamically. Therefore, based on Fig. 6.15, the performance overhead is up

to 25% with the implemented technique when the supply voltage is scaled down. This

relatively high rate of monitor excitation can be attributed to the fact that the monitors

are pessimistically inserted in the design (i.e., their slacks less than the slacks of the

main �ip-�ops), the wide inspection window of the monitors (i.e., the second half of

clock cycle) which increases the chance of getting a transition which causes monitor

excitation, and the insertion of monitors deep inside the paths which increases the rate

of monitor excitation as discussed in Chapter 4.

Changing the application that is running on the platform can change the excited

paths in the circuit. To investigate into this e�ect, Vmin, Vmin,R, Vwarn, and the CPSR at

VDD = Vmin are measured considering four benchmark applications. The results of this

experiment are shown in Table 6.3 for chip 1. The benchmark applications are In�nite
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Figure 6.15: The CPSR of the �rst sample versus supply voltage value for chip 1.

Table 6.3: The e�ect of changing the running application on Vmin, Vmin,R, Vwarn, and clock pulse

stealing rate at VDD = Vmin for chip 1.

Application IIR �lter FIR �lter 1D K-means 2D K-means

Vmin (V) 0.933 0.934 0.934 0.935

Vmin,R (V) 0.927 0.923 0.922 0.922

Vwarn (V) 0.948 0.948 0.948 0.948

CPSR at VDD = Vmin 0.225 0.231 0.242 0.238

Impulse Response (IIR) �ltering, Finite Impulse Response (FIR) �ltering, 1 dimensional K-

means classi�cation, and 2 dimensional K-means classi�cation. As mentioned before,

the input data is generated randomly. Based on the result, there is variation on the

measured voltages and the CPSR with changing the test application. Nevertheless, the

functionality of the proposed technique is preserved independent of the running appli-

cation.

As discussed in Chapter 1, temperature variation is a physical source of delay varia-

tion in the circuit. Hence, changing the temperature can changeVmin,Vmin,R, andVwarn by

a�ecting the slack margins in the circuit. To increase the temperature, we used the setup

which is shown in Fig. 6.16. As shown in the �gure, a Peltier element is placed on the

chip to increase its temperature. The Peltier element can make a temperature di�erence

between its two sides if enough current is applied. To set the temperature to a speci�c

value, the applied current must be tuned accordingly. The temperature is sensed with a

Thermocouple that is placed between the Peltier element and the chip. An Arduino plat-

form reads the temperature and controls the current accordingly to reach to the target

temperature. Since lowering the temperature is not possible with this setup, we used

a climatic chamber for this purpose, as shown in Fig. 6.17. To investigate the e�ect of
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Figure 6.16: The setup to test the IC at high temperature.

Figure 6.17: The climatic chamber to decrease the temperature.
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Figure 6.18: The e�ect of temperature on Vmin, Vmin,R, and Vwarn for chip 1.
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Figure 6.19: The e�ect of temperature on CPSR at Vmin as an indicator of timing degradation for

chip 1.

temperature on the circuit timing, Vmin, Vmin,R, and Vwarn are measured at di�erent tem-

peratures, and the results are shown in Fig. 6.18. Based on the results, the delay variation

due to temperature change is minimal when the temperature is lower than ∼100
◦C . At

130
◦C , circuit delays degrade and the slack margins become lower. Consequently, Vmin,

Vmin,R, andVwarn increase at 130
◦C . As shown in the �gure, the margin betweenVmin and

Vwarn increases when circuit delays increase at high temperature. That is because, as dis-

cussed in Chapter 4, MER increases when circuit delays degrade, i.e., more timing paths

can excite each monitor. SinceVwarn is de�ned as the maximum voltage at which at least

one monitor excitation occurs, by increasing the probability of monitor excitation,Vwarn
increases more than Vmin and Vwarn.

Similarly, the CPSR changes with temperature due the slack margin degradation. In

Fig. 6.19, the CPSR is shown versus temperature for chip 1. As shown in the �gure,

the CPSR which indicates MER can re�ect the temperature e�ect with a relatively high
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Table 6.4: The e�ect of aging on Vmin, Vmin,R, Vwarn and clock pulse stealing rate for chip 1. The

circuit is aged by working for 100ks (∼28 hours) atVDD = 1.2V and 130
◦C temperature.

Fresh Aged

Vmin 0.935 0.937

Vmin,R 0.922 0.924

Vwarn 0.948 0.952

CPSR at VDD = Vmin 0.238 0.267

sensitivity. The CPSR increases from 25% at the room temperature to ∼30% at 100
◦C . At

130
◦C the CPSR increases to more than 50% due to the signi�cant delay degradation at

this temperature. This e�ect is consistent with the results that are shown in Fig. 6.18.

Therefore, the CPSR indicated the delay degradation with a high sensitivity.

To investigate the e�ect of silicon aging on the IC, accelerated aging test is performed

by running an application at a high temperature and with a high supply voltage. As

mentioned before, we can control the supply voltage value on-board. To control the

temperature, we used the setup that is shown in Fig. 6.16. To age the circuit, the temper-

ature is increased to 130
◦C , the supply voltage is set to 1.2V, and all 4 applications run

consequently in a while loop. The duration of this accelerated aging test was 100,000

seconds. Immediately after this test, Vmin, Vmin,R, Vwarn, and CPSR at Vmin are measured.

The results of this aging experiment are shown in Table 6.4 for chip 1. As show in the

table,Vmin andVmin,R increased by 2mV with aging andVwarn increased by 3mV. Further-

more, due to slack degradation after this aging test, CPSR at Vmin increased from 23.8%

to 26.7%. Although the e�ect of aging is small, but the monitoring technique can report

it with a good sensitivity. Furthermore, the provided resiliency with clock pulse stealing

avoids timing violation due to the aging e�ect.

6.3.5 Discussions

Although the chip health tracking technique which is implemented in the second tape-

out is functional, the e�ectiveness of technique for timing resilience is low, i.e., the dif-

ference between Vmin and Vmin,R is marginal. This limited e�ectiveness is because some

critical paths are excited while they are not monitored. Hence, the limited e�ectiveness

must be related to the coverage of the implemented technique, and that depends on the

identi�ed set of insertion points. The insertion points of the monitors are selected based

on the reported timing paths. All paths whose slacks are less than the target slack must

be reported to make sure that there is no unmonitored path that can cause timing viola-

tion. The command “report_timing” in the timing analysis tool by default reports

one critical timing path per endpoint. To include more paths per endpoint “-nworst
#” should also be used to identify the number of paths which are reported per endpoint.
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To make sure that all of the critical paths are reported, a large number must be speci�ed

for “-nworst #” which means path based timing analysis must be performed. Alter-

natively, the insertion algorithms that are introduced in Chapter 3 (not implemented

in the tape-outs) guarantees that all critical paths are monitored. For this tape-out, one

path per end point is protected because the “-nworst #” option of the command is

not used. However, there are many more path per end point which must be protected.

Note that although the missing paths are not the most critical path that end into their

endpoints, but their slacks are still within the critical range. Since these paths are not

monitored, clock pulse stealing does not happen if they are excited and timing error

cannot be avoided. Therefore, it is essential for the insertion method to make sure that

all paths within the target slack are monitored. Otherwise, a non-monitored path causes

timing violation as its delay degradation is not masked with clock pulse stealing in the

same cycle.

To summarize, the design issue with the second tape-out is that it does not cover all

of the critical paths because of de�cient usage of the command. This design issue has

been solved in the proposed insertion �ow in Chapter 3 (and in Code A.3 in Appendix

A) to make sure that all paths whose slacks are within the intended range are monitored.

This has been veri�ed through simulations and the results (see Fig. 5.6), show that the

proposed TS system is e�ective if the discussed design issue is solved.

6.4 summary

In this chapter, the silicon results of implementing the preliminary versions of the pro-

posed ideas are discussed. In the �rst tape-out, within-path in-situ delay monitoring

was implemented for chip health tracking in a single core microprocessor platform.

However, the implemented technique was not functional. Connecting the clock pins

of the monitors to the clock pins of the launching �ip-�op was the design issue in the

�rst tape-out. That is because when automatic clock gating is enabled during synthe-

sis, the clock signal of monitors can be gated, and that causes wrong data to be stored

in the monitors. In the second tape-out, this design issue was �xed. The implemented

technique in the second tape-out was a preliminary version of the within-cycle error

prevention technique. The technique was implemented in one of the three processor

tiles of a multi-core microprocessor platform. The proposed technique was tested and

it was functional. The monitors can warn if timing degradation occurs in the circuit. By

using this warning signal and supply voltage scaling, ∼21% power reduction could be

achieved. A relatively limited range of timing resilience was also achieved. The e�ect

of delay degradation on CPSR as an indication of MER was also investigated. Based on

the experiments, we observed that MER can re�ect the timing degradation in the cir-

cuit with a good sensitivity to delay degradation. Although the technique is functional,

but its e�ectiveness for timing resilience is limited due to a design issue. The design

issue was that not all the paths whose slacks are within the intended slack range are
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monitored. This design issue has already been addressed in the insertion �ow that was

explained in Chapter 3.



7
C O N C L U S I O N S A N D F U T U R E W O R K

In this chapter, we �rst review the work that has been done in this thesis. Then, we

present some prospective ideas to extend this work.

7.1 conclusions

The use of electronic systems in safety-critical applications, as well as the challenges

that we face in the advanced technology nodes, have made reliability a �rst-order con-

cern in IC design. In a digital IC, reliable timing is vital as if timing error occurs, the

functionality of the design is not preserved anymore. The goal of this thesis is to pro-

pose a reliable, cost-e�cient, and predictive technique to monitor the circuit timing. The

circuit timing can be monitored by sensing the physical source of timing unreliability

such as process variations, voltage drop, temperature variations, silicon aging, etc. The

e�ect of these physical sources on circuit timing is called delay fault and it can also be

sensed by measuring the delays of logical gates and wires in the circuit. Alternatively,

we can detect timing error, that is the propagation of erroneous data in the circuit due

to delay fault, for chip health monitoring. After reviewing the state of the art, we found

in-situ delay monitoring a technique that can be the base of a reliable, cost-e�cient,

and predictive chip health tracking. In this thesis, we proposed novel ideas to increase

IC reliability with e�ective techniques for modeling, monitoring, and improving timing

reliability.

In Chapter 2, �rst, the basic concepts of circuit timing and its unreliability were re-

viewed. A digital circuit usually implements a �nite state machine with logical gates

and memory elements. The memory elements capture and store the data in a circuit.

The timing of the circuit is usually regulated with a clock signal. The clock signal goes

to all memory elements and it determines the data capturing moments. Flip-�ops are

the most commonly used memory elements. The setup time and the hold time of �ip-

�ops must not be violated to avoid timing error. To avoid setup (hold) time violation, the

input data of a �ip-�op must become stable long enough before (after) the capturing mo-

ment. Traditionally, setup time and hold time are characterized independently. In reality,

setup time and hold time must be de�ned depending on the value of the counterpart

constraint. We call this setup/hold-time interdependency. Taking this interdependence

105
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into account increases the accuracy of timing analysis and in this regard, it is essen-

tial for the design of a reliable digital circuit. The setup/hold-time interdependency has

already been observed and considered in other works. We proposed a new analytical

model for the setup/hold-time interdependency that is more accurate, has less charac-

terization e�ort and can be used in the design �ow more e�ectively. The accuracy of

the proposed model was ∼10X higher, and the characterization e�ort of the model was

∼2.5X less compared to the state of the art. We also proposed a new �ow to employ the

proposed model for more accurate timing analysis in IC design �ow. The proposed �ow

was used in the design of an ARM Cortex M0 based microprocessor platform. With the

proposed model, the pessimism of timing analysis was reduced that resulted in 1.26%

power reduction. Another novel idea that was introduced in Chapter 2 was a new �ow

to capture the gradual timing degradation e�ects in the standard timing analysis tools.

With the proposed �ow, circuit-level stress factors were extracted and analytical models

of aging were used to calculate the delay degradation factors of each gate in the circuit.

Then, the calculated degradation factors were applied in the timing analysis by using

derating factors. With the proposed �ow, a timing report of the circuit that includes the

e�ect of aging on the gate delays can be obtained. An ARM Cortex M0 processor was

analyzed with the proposed �ow. Based on this analysis, ∼4.5% delay degradation was

reported due to silicon aging e�ects.

Chapter 3 introduced a novel technique for in-situ delay monitoring. The new tech-

nique was based on monitoring the circuit delays at selective intermediate circuit nodes

within critical timing paths. The proposed technique can be the base of a low-cost, in-

situ, and predictive chip health tracking technique that has high coverage and can run

in parallel to the main workload of the circuit. Furthermore, a new design �ow was

proposed to integrate the proposed technique in the circuit reliably. The design of each

in-situ monitor was such that the cost per monitor was low. With inserting the moni-

tors within critical timing paths, multiple paths were monitored with a single monitor.

Therefore, for the same coverage of paths, the number of monitors was less with our

technique compared to the state of the art. The monitor was inserted pessimistically by

inserting them such that their slacks were less than the slacks of the main �ip-�ops of

the design. In this way, the monitors become predictive of timing error, i.e., the monitors

are excited when the slack margins are less but it is still enough for not having timing

error in the main �ip-�ops. The correlation between monitoring information and the

actual timing margin in the circuit was analyzed with precision and recall metrics. Pro-

vided that recall=1 (False-Negative is not acceptable), we showed that precision can be

maximized with proposer selection of clock period and insertion point. Two techniques

were proposed to �nd the insertion points reliably by guaranteeing the coverage of all

critical paths. Since the insertion techniques do not rely on path-based timing analysis

they were 3.4X to 152X faster, based on the results. We implemented our technique in an

ARM Cortex M0 processor. Compared to end-point monitoring, our technique can re-

duce the number of required monitors by 23X. With 64 monitors, our technique achieves
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better coverage and has lower power and area overheads compared to the other works

that insert the monitors at the endpoints or close to the endpoints of the timing paths.

Depending on the insertion point the guard band between monitor excitation and actual

timing error can be controlled. We also implemented our technique in an ARM Cortex

M3, which has a larger gate count. Based on the results, our technique can reduce the

number of monitors by ∼7.5X compared to the endpoint monitoring technique. Delay

testing with LBIST is another approach for chip health tracking. Our technique as well

as LBIST were implemented in two industrial designs. The results showed that with our

technique the area, power and speed overheads were much lower while its coverage of

critical paths was higher than LBIST. Besides, our technique can run in parallel to the

main workload while LBIST has to stop the main workload to run the delay tests. Nev-

ertheless, our technique can only be used for delay faults while LBIST is a more generic

technique that can detect other faults too.

Chapter 4 proposed a probabilistic approach for in-situ delay monitoring. The con-

ventional static in-situ delay monitoring techniques under-use the monitoring hardware

while with our probabilistic approach, more monitoring data per in-situ delay monitor

was extracted. The proposed approach was based on the fact that in general, more than

one path is covered with each monitor and the slacks of these paths are normally very

close to each other. If circuit delays degrade, more paths cause monitor excitation and

the probability of monitor excitation (MER) increases. Based on this approach, we pro-

posed a novel chip health tracking technique to get a �ne-grained signature of chip

health status. TDC techniques are the conventional approach to get such a �ne-grained

delay indication. However, monitoring all circuit slacks with TDC is very expensive,

while with the proposed technique, we address this problem by extracting more infor-

mation per monitor. The technique was made up of the within path inserted in-situ

delay monitors that were connected in a scan chain and a signature extractor block

that processes the monitoring information. The monitors are either in the monitoring

phase or in the scan phase. During the monitoring phase, all late arrivals of data to the

insertion points of the monitor are captured and stored in the monitors. During the

scan phase, the stored monitoring information is scanned out. Then, MER is measured

with the signature extractor block by analyzing the monitoring information. The pro-

posed technique was implemented in an ARM Cortex M0 processor. With the proposed

technique, a �ne-grained signature is extracted that indicated the age of the circuit.

Chapter 5 presented a new TS system in which the clock signal was dynamically ad-

justed to avoid timing errors in the circuit. Since it is essential for the main workload to

keep running while the chip health status is being monitored, the proposed TS system

increases the timing resilience of the circuit to achieve this goal. The proposed TS system

was based on within path inserted in-situ delay monitors to predict timing error within

one clock cycle. The upcoming clock edge is then shifted to extend the clock period and

avoid timing error due to the predicted late data arrival time. With this approach, the

clock signal was manipulated globally to make sure that hold violation does not occur
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due to unequal shifting of the clock edges at di�erent �ip-�ops. By using the proposed

TS system, up to 22% delay degradation was tolerated with a marginal energy overhead

of less than 1% due to the additional run-time. The proposed TS system was also used

to reduce the design costs by removing the unnecessary static margins during runtime

while timing errors are avoided by adjusting the clock period dynamically. Supply volt-

age scaling was used to convert the static margin to power reduction during run-time.

In this way, 40% power reduction was achieved compared to a design without our tech-

nique. Although the proposed TS system has performance overhead by extending the

clock period, the achieved power saving with supply voltage scaling was so e�ective

that overall 30% energy reduction can be achieved compared to a design without our

technique.

Finally, Chapter 6 explained the results of implementing preliminary versions of the

proposed chip health monitoring technique and TS system into real silicon. Two tape-

outs have been done. In the �rst tape-out, a preliminary version of the chip health track-

ing system was implemented in a single-core ARM Cortex M0 based microprocessor

platform. The platform was also replicated on the same chip without the technique to

serve as a reference. The die size was 1.85mm×1.79mm, and the total number of gates

and IOs were ∼128k and 96, respectively, and the target speeds of the designs were

200MHz. The design of the monitors was similar to the one that was introduced in

Chapter 4 while their insertion �ow was di�erent. Instead of adding the monitors at

the synthesis level, the gates of the monitors were added to the design after the place

and route step when timing closure was achieved. The clock pins of the monitors were

connected to the clock pins of the launching �ip-�ops in the monitored timing paths.

However, the automatic clock gating that was added to the circuit during synthesis

was not compatible with this insertion �ow. With automatic clock gating, the synthesis

tool inserts clock gating cells in the clock path of some �ip-�ops of the design to re-

duce power consumption. Each clock gating cell is enabled based on the logical value of

some speci�c circuit nodes. Therefore, the �ip-�ops have di�erent clock signals when

automatic clock gating is enabled. By connecting the clock pins of the monitors to the

clock pins of the �ip-�ops, the latch inside the monitor remains opaque if the connected

clock signal is gated. Since the data at the insertion of the monitor can change due to the

activity of another timing path which is driven with a di�erent clock signal that is not

gated, the monitor stores a wrong value. After identifying this design issue proper modi-

�cation was considered in the design methodology of the proposed chip health tracking

technique. In the second tape-out, a multi-core microprocessor platform that includes

3 ARM Cortex M0 based processor tiles and a NoC was implemented. In one of the pro-

cessor tiles, a preliminary version of the proposed TS system was implemented. The die

size was 1.9mm×3.8mm. The number of gates and IOs were ∼815k and 51, respectively,

and the target speed of the design was 200MHz. In the implemented TS technique, the

outputs of the within path inserted in-situ delay monitors were OR-ed to get a single bit

that indicated the occurrence of timing degradation. This single bit was connected to
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the enable input of a clock gating cell that is in the main clock path to control the clock

signal of the whole chip. If any monitor is excited, the upcoming clock edge is gated to

prevent timing error due to timing degradation, i.e., the clock period is doubled. Since

the clock pulses were gated based on the output of the monitors, CPSR indicated the

rate of monitor excitation, i.e., MER. The output of the OR-tree was also stored to be

read from chip IOs as an indication of timing degradation. The monitors were inserted

at the synthesis level together with a synthesized OR-tree with proper delay. After tim-

ing closure, the insertion points of the monitors were identi�ed and connected to the

monitors. Based on the timing report, with 256 monitors, 2772 paths (2317 unique end-

points) were monitored. Supply voltage scaling was employed to degrade circuit delays

and test the functionality of the implemented techniques. The implemented techniques

were tested and they were functional. As supply voltage scales down, at Vwarn the out-

put of OR-tree goes as an indication of timing error. Without using the proposed clock

pulse stealing technique, we can scale the supply voltage further down toVmin without

timing error. When the technique is activated, the supply voltage can be lowered further

down toVmin,R timing errors are avoided with extending the clock period. We measured

Vwarn, Vmin, and Vmin,R for di�erent samples of IC. On average, operating at Vwarn, Vmin,

andVmin,R results in 21%, 28%, and 34% power reduction compared to the nominal oper-

ating voltage, respectively. Operating atVwarn is better because in addition to the power

saving, enough slack margin is available to have timing resilience, and CPSR is minimal

at this operating voltage (minimal performance overhead). As an indication of MER and

performance overhead, CPSR was measured when the supply voltage was scaled down.

Up to 25% performance overhead was observed when the voltage goes to lower than

Vwarn. The high sensitivity of CPSR in this range also shows that MER is a good mea-

sure of timing degradation. We also measured CPSR, Vwarn, Vmin, and Vmin,R when the

running application on the platform changes. The results show that the variations of

these parameters due to varying the applications were marginal. The e�ects of temper-

ature variation on CPSR,Vwarn,Vmin, andVmin,R were also measured. It was observed that

at high temperatures, circuit delays degrade and this causes an increase in all of the

mentioned parameters. Finally, we investigated the e�ect of aging on circuit delays by

measuring CPSR,Vwarn,Vmin, andVmin,R after running a test application on the circuit at

high voltage and temperature. The results of this accelerated aging test showed that the

marginal delay degradation that occurs can be tolerated and monitored well with the

proposed TS system and chip health tracking technique, respectively. Although the im-

plemented ideas were functional, the range of timing resiliency was limited. The design

issue that causes this limited range was investigated. The issue is that only one path per

endpoint was reported by the timing analysis tool during monitor insertion because of a

de�cient usage of the corresponding command. Therefore, all of the paths whose slacks

were within the critical range were not covered. This design issue was addressed in the

monitor insertion �ow that was introduced in Chapter 3 of this thesis.
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7.2 future work

Four concrete opportunities for extending the work that has been proposed in this thesis

are explained in what follows.

Combining The Proposed Idea with Delay Testing Technique
As discussed in Chapter 3, LBIST is a technique with some advantages for online testing.

However, the coverage of timing paths in LBIST is the main challenge for using that

in delay testing. On the other hand, with the proposed within-path in-situ monitoring,

the number of monitored paths is much higher while the second parts of the paths

are not monitored. Not monitoring the second part of the paths limits the precision of

monitoring, as discussed in Chapter 3. One can change the design of the monitors such

that it can be used as test points for delay testing. In this way, the �rst part of the paths

can be monitored with the in-situ monitors (high coverage), and the second part can be

checked with LBIST approach. Since the depth of the second part of paths that must be

tested with LBIST is much lower than the full path, the test e�ort (coverage) becomes

much less (more). Therefore, by combining LBIST and the proposed within-path in-situ

delay monitoring, both techniques can take advantage of each other to improve the

coverage of chip health tracking.

Transistor-Level Design for The In-Situ Monitors
The design of the monitors can improve by using a more e�cient transistor-level design

for the same functionality. For instance, instead of the XOR gate and the latch inside the

monitor, a transition detector can be used with a new transistor-level design. Overall,

the number of transistors and their sizing can be optimized to achieve higher speed

and lower power. An important challenge is characterizing the monitors such that they

can be integrated into the design using the standard design �ow. De�ning the timing

constraints, such as setup time, hold time, the minimum pulse width, and characterizing

the power must be done to provide the design and analysis tools with proper views

to the monitors. Also, having an HDL (e.g., Verilog or VHDL) model for the monitors

is essential for functional simulation (required for veri�cation) of the design with the

monitors.

Analytical Approach for Optimal Selection of Parameters in The Proposed
Chip Health Tracking Technique
In Chapter 3, we showed and discussed the e�ects of changing tmon on the coverage of

critical paths, observability, precision, etc. However, we did not �nd the optimal value of

tmon, e.g., to maximize the coverage of critical paths, observability, and precision. Find-

ing an analytical approach to optimize monitor insertion is a potential opportunity to

improve the proposed within-path in-situ delay monitoring technique. Moreover, the

design parameters of the chip health tracking technique that was proposed in Chap-

ter 4 (see Table 4.1) were not selected optimally. We only discussed the e�ects of having

di�erent choices of these parameters on the output signature. An optimization tech-
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nique that �nds these design parameters optimally is another opportunity to extend

this work.

Signature Analysis with Machine Learning
The chip health tracking technique that was introduced in Chapter 4 of this thesis out-

puts a signature of timing reliability. This signature can be further analyzed to extract

more information about the e�ects of variations. Workload variations, process varia-

tions, environmental variations, and other variations e�ects can a�ect the signature. By

using a machine learning technique, we can make the IC aware of its variability status

such that it can adapt itself to the variation e�ects.
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A
C O D E L I S T I N G S

Listing A.1: Convert TCF to Aging Derating Factors (Python)

1 import numpy as np
2

3 lib_v_file = ’./lib.v’ # Verilog model of library cells
4 v_file = ’./postMON.v’ # Verilog netlist of the circuit
5 tcf_file = ’./cortexm0ds.tcf’ # The activity file
6

7 # Make a dictionary of the input pins of each library cell
8 cell_input_dict = dict()
9 in_module = False

10 with open(lib_v_file,’r’) as f:
11 for line in f:
12 ls = line.strip().split()
13 if len(ls)>1:
14 if ls[0]==’module’:
15 module_name = ls[1]
16 cell_input_dict[module_name] = []
17 in_module = True
18 elif in_module and ls[0]==’input’:
19 input_pins_str = line.strip().split(’input’)[1]
20 input_pins = [inp.replace(’;’,’’).strip() for inp in input_pins_str.split(’,

’)]
21 cell_input_dict[module_name] = cell_input_dict[module_name]+input_pins
22

23 # Make dictionary of the input pins of each cell instance in the circuit
24 inst_input_dict = dict()
25 with open(v_file,’r’) as f:
26 for line in f:
27 ls = line.split()
28 if len(ls)>1:
29 if ls[0] in cell_input_dict.keys():
30 inst_input_dict[ls[1]]= cell_input_dict[ls[0]]
31

32 # Make a dictionary of the activity of instance inputs
33 inst_pob1_dict = dict()
34 with open(tcf_file,’r’) as f:
35 for line in f:
36 ls = line.strip().split()
37 if ’"’ in ls[0]:
38 ls2 = line.strip().split(’"’)
39 instance_pin = ls2[1].split(’/’)
40 if len(instance_pin)>1:
41 instance = instance_pin[-2]
42 pin = instance_pin[-1]
43 pob1 = float(ls2[3].split()[0])
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44 if instance in inst_input_dict.keys():
45 if pin in inst_input_dict[instance]:
46 if not(instance in inst_pob1_dict.keys()):
47 inst_pob1_dict[instance] = [pob1]
48 else:
49 inst_pob1_dict[instance].append(pob1)
50

51 # consider the average of input activities for each instance
52 for k in inst_pob1_dict.keys():
53 inst_pob1_dict[k] = sum(inst_pob1_dict[k])*1.0/len(inst_pob1_dict[k])
54

55 # calculate the derating factor based on the activity
56 def calc_del_deg(alpha,dvt_perc):
57 vth = 0.4
58 K = 150e-12
59 VDD = 1.1
60 D0 = K*VDD/np.power(VDD-vth,1.5)
61 dvth_au = 0.5-np.power(1.5*(alpha-0.5),3) # From Fig. 6.15 of "Circuit Design for

Reliability"
62 dvth_max = dvt_perc*vth/100;
63 vth_aged = vth+dvth_max*dvth_au
64 D_aged = K*VDD/np.power(VDD-vth_aged,1.5)
65 deg_fac = D_aged/D0;
66 return deg_fac
67

68

69 # Degradation over 10 years of constant stress
70 ages = range(11)
71 dvt_perc = [0, 3.7583, 5.3753, 6.4202, 7.1937, 7.8081, 8.3178, 8.7533, 9.1336,

9.4710, 9.7743]
72

73 # Calculate degradation for each cell after each year
74 #(ten different derating application files each for a specific year)
75 for age in ages:
76 inst_degfac_dict = dict()
77 for k in inst_pob1_dict.keys():
78 inst_degfac_dict[k] = calc_del_deg(inst_pob1_dict[k], dvt_perc[age])
79 age_tcl_file = ’./sta/age_derate_’+str(age)+’.tcl’
80 with open(age_tcl_file,’w+’) as f:
81 for k in inst_degfac_dict.keys():
82 f.write(’set_timing_derate %f [dbGet top.insts.name *%s*] -late\n’ % (

inst_degfac_dict[k],k)) �
Listing A.2: Find Insertion Points of Monitors (TCL)

1 # A procedure to find the net to connect the monitor
2 # based on the reported timing path and the maximum
3 # arrival time to the monitor insertion point
4 proc findInp { rpt tmon } {
5 set path [lindex [lindex [lindex [lindex $rpt 1] 1] 7] 1]
6 if {$path!=""} then {
7 set path_len [llength $path]
8 set idx 1
9 set arrival_prv 0

10 while {$idx<$path_len} {
11 set timing_row [lindex [lindex $path $idx] 1]
12 set timing_pnt [lindex [lindex $timing_row 0] 0]
13 set arrival [lindex [lindex $timing_row 1] 0]
14 if { $idx==1} then {
15 set clk_arrival $arrival
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16 } else {
17 set arrival [expr $arrival - $clk_arrival]
18 }
19 if { $arrival>=$tmon && $arrival_prv<$tmon } then {
20 set inp $timing_pnt
21 return [list $inp $arrival]
22 }
23 set arrival_prv $arrival
24 incr idx
25 }
26 }
27 } �

Listing A.3: Monitor Insertion (TCL)

1 # The inputs of this script are the clock period,
2 # slk_max, and the intended tmon
3 set cp $clk_period
4 set sr $slack_max_ratio
5 set tm_l $tmon_low
6 set tmon [expr $tm_l*$cp]
7

8 #Restore design
9 setMultiCpuUsage -localCpu 24 -cpuPerRemoteHost 1 -remoteHost 0 -keepLicense true

10 setDistributeHost -local
11 restoreDesign ./DBS/postRoute.enc.dat CORTEXM0DS
12 timeDesign -postRoute
13 set_interactive_constraint_modes [all_constraint_modes -active]
14

15 # define empty sets and get the number of added
16 # monitors to the design
17 set inp_set {}
18 set arv_set {}
19 set num_mon [llength [lsort -unique [dbGet top.insts.hInst.name DFS*]]]
20

21 # Find the monitor insertion points
22 set cnt 1
23 while { $cnt<=$num_mon } {
24 if { $inp_set == {} } {
25 set rpt [report_timing -format { timing_point arrival} -to [all_registers -flops

] -tcl_list -from [all_registers -flops]]
26 } else {
27 set rpt [report_timing -format { timing_point arrival} -to [all_registers -flops

] -tcl_list -not_through $inp_set -from [all_registers -flops]]
28 }
29 # Find the insrtion point with above procedure
30 set inp_arv [findInp $rpt $tmon]
31 set inp [lindex $inp_arv 0]
32 set arv [lindex $inp_arv 1]
33 lappend inp_set $inp
34 lappend arv_set $arv
35 incr cnt
36 }
37

38 # Connect the monitors to the insertion points
39 set cnt 1
40 while { $cnt<=$num_mon } {
41 set i [expr $cnt-1]
42 set inp [lindex $inp_set $i]
43 set arv [lindex $arv_set $i]
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44 # A procedure which connects a specific monitor to a
45 # specific insertion point
46 connect_to_inp $cnt $inp $arv
47 incr cnt
48 }
49

50 # Physical implementation and optimization
51 ecoPlace
52 ecoRoute
53 optDesign -postRoute -setup
54

55 # Save design
56 rm -rf ./DBS/postMON.*
57 saveDesign ./DBS/postMON.enc
58 saveNetlist ./postMON.v
59 rcOut -spef ./postMON.spef -rc_corner rcworst
60

61 # Verification: calculate the covered slack
62 set rpt [report_timing -to [all_registers -flops] -collection -not_through $inp_set]
63 set slk_max [get_property $rpt slack]
64 puts "The covered slack is [expr 100*$slk_max/$cp]% of the clock period"
65

66 exit �
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Figure B.1: The architecture if taped out multi-core microprocessor platform generated with
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