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1. Introduction

The demand of executing more and more applications on electronic consumer devices has led to an increase in the size
and the complexity of recent embedded systems. On one hand, modular design approaches have enabled integration of
numerous processor cores, memories and peripheral IPs into an embedded system; on the other hand, implementation, pro-
totyping and verification of such large designs on chips/FPGAs have become more complex and challenging as follows.

Implementation: although Moore’s law indicates that the number of transistors that can be placed on a chip doubles
approximately every two years, the recent designs can be so large that a single chip’s resources are still limited. Recently,
there have been some efforts to bring 3D IC stacking on a single chip into practice [1], however, traditionally, system design-
ers partition such large systems into smaller sub-systems to implement them as several Systems-on-Chip (SoCs), or accom-
pany SoCs with a number of companion chips [2]. In such systems, denoted as multi-chip systems, each SoC has to
communicate with other SoCs and therefore a multi-chip interconnection scheme is essential.

Prototyping: FPGA prototyping has become a common approach for early software development and hardware design ver-
ification [3]. The limited resources of an FPGA, however, are not sufficient for prototyping the current large SoCs. A system is
therefore required to be partitioned into number of sub-systems, each of them is implemented on a single FPGA chip [4], and

* Corresponding author. Tel.: +31 (0)15 27 83644; fax: +31 (0)15 2784898.
E-mail addresses: A.BeyranvandNejad@tudelft.nl (A.B. Nejad), A.M.Molnos@tudelft.nl (A. Molnos), K.G.W.Goossens@tue.nl (K. Goossens).

0167-8191/$ - see front matter © 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.parco.2013.04.011


http://crossmark.dyndns.org/dialog/?doi=10.1016/j.parco.2013.04.011&domain=pdf
http://dx.doi.org/10.1016/j.parco.2013.04.011
mailto:A.BeyranvandNejad@tudelft.nl
mailto:A.M.Molnos@tudelft.nl
mailto:K.G.W.Goossens@tue.nl
http://dx.doi.org/10.1016/j.parco.2013.04.011
http://www.sciencedirect.com/science/journal/01678191
http://www.elsevier.com/locate/parco

A. Beyranvand Nejad et al./Parallel Computing 39 (2013) 424-441 425

therefore a multi-FPGA system is formed [5]. Potentially, the FPGA chips are located on different circuit boards which are
physically decoupled. Such systems require multi-chip interconnection mechanisms that also support board-to-board mul-
ti-FPGA communications.

Verification: both the implementations and prototypes of the current complex SoCs may still contain errors. Debug and
verification processes are essential to find the erroneous parts of the systems and verify the systems’ correct functionality.
Therefore, an external, fast, non-intrusive access to on-chip systems is required for two purposes: (i) to retrieve trace of on-
chip data off-chip, and (ii) to enable an external host to perform debug and verification actions [6].

The common problem in the aforementioned trends is a need for an off-chip communication scheme for interconnecting
individual SoCs. For this purpose, several techniques have been proposed in the literature, such as the work in [7-9], how-
ever to the best of our knowledge none of them provides a generic solution to answer the need of inter-chip, inter-FPGA, and
chip/FPGA-host communications. In this work, we propose a generic, efficient hardware and software architecture for off-
chip interconnection of individual SoCs. The SoCs internally have their own communication mechanisms to interconnect
the cores and IPs. The off-chip interconnection mechanism is efficient when it is compatible with and seamlessly integrates
in the on-chip interconnections. Since recently Network-on-Chip (NoC) [10] has become a common on-chip interconnection
technology, our proposed off-chip interconnection scheme is adapted to be compatible with NoCs’ properties.

Various NoC architectures exist in the literature, e.g., Athereal [11], Nostrum [12], Mango [13], QNoC [14], that may offer
one or more quality of service classes. Many applications, e.g., signal processing and video streaming, have timing and
throughput demands each require a specific QoS such as Guaranteed Throughput (GT) or Best Effort (BE). Consequently,
the off-chip communication scheme should be also able to offer different QoS classes for the traffic of interconnected
sub-systems to be compatible with the target on-chip interconnects.

1.1. Contributions

In this paper, we propose a generic, efficient technique for interconnecting a NoC-based system with other (NoC-based)
SoCs or any other external IP. In the rest of this paper, we refer to this scheme as bridging, since it makes a bridge for traffic
from/to a chip to/from another chip/IP.

To make the bridge fully compatible with the on-chip interconnects we establish four design requirements of the bridge
as follows; (i) the bridge should seamlessly extend the NoC such that memory-mapped accesses remain unchanged from
applications point of view. In other words, in the global memory space of the system the bridge is transparent such that
the memory-consistency model of the system is preserved, (ii) multi-chip bridging at the circuit board level should be sup-
ported, and the bridge should decouple temporally and physically the systems implemented on different circuit boards, (iii)
the quality of service offered by the overall interconnect (i.e., sub-NoCs + bridge (s)) to the applications should be preserved,
and (iv) the bridge should be implemented efficiently with high performance in terms of bandwidth and latency, and with
low area cost. In the context of a bridging scheme that fulfills all these requirements, the contribution of our paper is three-
fold, as follows.

First, we investigate a NoC-based system to identify the possible bridge insertion points (i.e., links). At each link, we study
different layers of the on-chip interconnect protocol stack [15] for possible bridging schemes. Our protocol stack model is
based on the proposal in [16], where the model consists of five layers referred to as session, transport, network, data link,
and physical layer. Our design space investigation is driven by the NoC properties that have impacts on the bridge’s require-
ments. We refer to these properties as design options, and we identify them as following: (i) parallel/serial link, (ii) flow con-
trol, (iii) buffering, (iv) routing, (v) synchronicity, and (vi) QoS. The investigation results in a novel proposal for a bridge
design at the transport layer of the NoC.

Second, we propose a hardware architecture for the bridging scheme. The architecture is generic in the sense that it sup-
ports all inter-chip, inter-FPGA, and chip/FPGA-IP systems. We implement an HDL version of the bridge kernel that supports
generic number of NoC connections each of which may be either best-effort or guaranteed-throughput.

The third contribution of this work is a software architecture to configure and to enable transparent global memory space
communications over the bridged sub-systems. This architecture extends the run-time NoC configuration technique pro-
posed in [17] and enables the bridge to integrate with and play as an on-chip host for NoC-based SoCs.

For our experiments, we set up a multi-FPGA system in which two instances of the bridge is utilized; one to connect two
sub-NoCs each implemented on a separate FPGA, and another bridge to connect to an external host, which is a PC in our case.
The experimental results show that the bridge achieves high-performance in terms of bandwidth and latency, and justify
that it is able to provide required QoSs to data traffic.

1.2. Organization

The rest of this paper is organized as follows. In Section 2 we review the related work. Section 3 gives an overview of our
target on-chip interconnection network. In Section 4, the bridge design requirements and the design options are explained in
details. Based on them, in Section 5, we investigate the NoC'’s links and the protocol stack to propose the best bridging
scheme. The bridge hardware architecture is proposed in Section 6 followed by the proposal for the software architecture
in Section 7. The experimental results of stand-alone bridge and of the case where the bridge is used in a multi-FPGA set-
up are presented in Section 8. Finally, Section 9 concludes the contributions of this paper.
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2. Related work

There are three main research topics that are directly related to our work. This section discusses them in turn, as follows.
First, the existing techniques in on-chip and off-chip signaling is introduced to compare the related work that targets NoC-
based systems with our proposed technique. Second, the related work in on-chip interconnect protocol stack is discussed;
and third, we review interconnect configuration techniques.

Traditionally, a large system is built and prototyped by using multi-chip/FPGA technology where a number of single pack-
aged ICs communicates together [2]. The communication between chips is referred to as off-chip signaling when the chips
are totally separated and may or may not be placed on a common circuit board. To increase the system performance and
density, a Multi-Chip Module (MCM) [18] (denoted as FPMCM in FPGA-based system [19,20]) is proposed as an advanced
technology in integrating multiple chips in a package. It is also known as System-In-Package (SIP). The communication be-
tween chips in MCM is realized by off-chip signaling. Recently, 3D-IC technology is introduced to integrate multiple IC layers
both vertically and horizontally on a single circuit chip [1]. The communication in this technology is on-chip signaling based,
since the communication between layers is realized by new techniques such as Through-silicon via [21] and offer on-chip
signaling communication quality.

In on-chip signaling techniques, a system is implemented on a single chip and the interconnect is at the level of signals’
(wires) place and route on one chip. However, in off-chip signaling, interconnects are at the system level of multiple chips.
Usually in these cases, the unified system has some requirements to be met in executing applications. According to these
signaling definitions our bridging scheme is positioned as off-chip signaling communication technique in multi-chip sys-
tems. In spite of this, our bridge is also potentially applicable to on-chip signaling systems when they require seamless, guar-
anteed QoS off-chip interconnection.

Significant research efforts have been done in different aspects of interconnecting multiple chips or FPGAs. These aspects
regard either the bridging over the chips that are located on the same circuit board (on-board bridging) or bridging over dif-
ferent boards (off-board bridging). Prior work proposed network technologies that could offer both on-chip and off-chip
communications [7-9]. The work in [9] presents on-chip and off-chip networks for modeling large-scale neural systems.
The off-chip network is to offer a multi-chip interconnection at the network level. It implements a handshake-based protocol
on the parallel link. The authors of [7] propose a photonic NoC, in which optical fibers enable the seamless extension of inter-
connects over multiple chips. Furthermore, an off-chip NoC interface is proposed in [22], where the interface is implemented
at the physical layer in order to offer a transparent NoC protocol for different NoC-based subsystems. The interface has a
parallel connection of 78 signals between chips per each bidirectional link, which is expensive and therefore it is not appli-
cable to off-chip bridging of the chips located on different circuit boards.

The concept of interconnecting sub-NoCs is introduced in [23]. The sub-NoC interconnection is realized at the network
layer by a synchronizer module. The proposed technique in this work can preserve the QoS of connections over sub-NoCs
which are implemented on the chips located on one circuit board. A Time Division Multiplexing Access (TDMA) synchronizer
is presented, that is in charge of adapting the TDMA slot tables between two sub-NoCs keeping the guaranteed service qual-
ity of traffic. We do not need such an adaptation in our design since the bridge fully decouples the sub-NoCs that may also be
implemented on the chips located on different circuit boards.

A hierarchical NoC architecture is introduced in [8], to support multi-chip platforms. The target technology of this work is
multi-FPGA multimedia systems. The NoC has a gateway module beside the typical basic building blocks, i.e., routers and
network interfaces. The gateway is responsible to translate the addresses between two levels of the NoC hierarchy. There-
fore, multi-chip bridging is only feasible between the different levels of hierarchy and requires address translation. Com-
pared to this solution, our bridge maintains the global memory map model while no address translation between bridged
sub-systems is needed.

The authors of [24,3,25,26] introduce different multi-FPGA platforms for emulating large ASIC designs. The work pre-
sented in [27] shows how a multi-processor SoC (MPSoC) with 48 cores can be fitted in 4-FPGA platform by extending a
NoC with off-chip synchronous links. A multipurpose emulation platform which is used with different NoC topologies is also
presented in [4,28]. Network links between routers, which are placed in different chips, are emulated by using high speed
serial links as both inter-chip and inter-board connections. However, this proposal does not provide the QoS management
for the connections traffic.

A bridge design that acts as a network interface is implemented in [29]. This bridge operates at the transport layer of the
NoC and at the application layer at the Internet side. The work presented in [30,31] present multi-processor systems that can
take advantage of the intrinsic multi-hop nature of the NoC to allow transparent inter-chip connection to IPs. In [30], the
design and implementation of an inter-chip interconnect for 4 DSP’s per chip is presented. The inter-chip interconnect mod-
ule is responsible for the conversion and transmission of data between multiple SoCs using PCI Express as the off-chip con-
nection. The bridge is located at the data link layer. Since there are different clock frequencies in the intra-chip connections
compared to the inter-chip connections, the bridge is also in charge of accommodating the data rates using an asynchronous
buffer. Comparing to our proposal, we implement the bridge at the transport layer such that the frequency dependency be-
tween two ends of the bridge is not an issue.

It is previously mentioned in Section 1 that the bridging scheme should be compatible with the on-chip interconnect.
Therefore, a well-structured overview for the on-chip interconnect protocol stack is essential. Among the many protocol
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stacks for NoCs proposed in the literature [32-36,16], we have found the work in [16] to be an accurate and complete pro-
posal that applies to our NoC. Since one of the requirements of the bridge is to seamlessly extend the NoC, the global memory
map model of the overall system should be maintained. The protocol stack proposal in [16] considers both streaming and
distributed shared memory communication, and it is therefore enable designing a bridge to be compatible with the NoC
at these layers.

Most of nowadays embedded systems require run-time (re) configuration technologies [37,17]. Usually the host, which is
responsible for (re) configuration, is on-chip. However, when a system is partitioned to be implemented on multiple chips or
FPGAs the host would be placed on the same chip of one of the sub-systems, and therefore it becomes remote for the other
ones. Our bridging scheme can be used in any configuration scheme that requires an external remote access by a host to on-
chip interconnects. A (re) configuration technique of NoC-based systems is proposed in [17]. This technique uses the func-
tional connections of the NoC to (re) configure the local system by accessing memory-mapped programmable locations.
Here, we extend this technique to configure remote sub-systems that might be off-chip. Our experiments demonstrate
the overhead of the remote configuration and compares it with the proposed solution in [17].

To the best of our knowledge, none of the existing work has investigated all the possible interface layers of bridging to
find a scheme that could satisfy efficiently both on-board, either on-chip or off-chip, and off-board multi-chip interconnec-
tion, while respecting the application requirements. All the approaches mentioned above suffer from lack of either providing
off-board SoC interconnection or preserving the QoS of applications of which the connections are bridged. In this paper we
bring these two together to propose a generic bridge scheme that implements both off-board and on-board multi-chip bridg-
ing. The bridge manages the QoS of applications, while it is connecting the SoCs implemented on the different circuit boards.

3. On-chip interconnect overview

The on-chip interconnection network has a key role in the bridging scheme. In this section we give an overview of the
interconnection network. A connection between two Intellectual Property (IP) components is set up via the interconnect.
The IPs are illustrated as a master and a slave in Fig. 1. The on-chip interconnect consists of traditional bus technology
and a NoC architecture. The master starts a request by sending a write or read command to the bus (point 1). The bus is
responsible for handling the distributed shared-memory communications in order to send the request to an specific connec-
tion shell (point 2 in the figure). The bus communication uses one of the standard interfacing protocols (e.g., OCP [38], DTL
[39], AXI [40]). A shell serializes/de-serializes the protocol specific data elements (commands, address, data) to/from a Point-
to-Point Streaming Data (PPSD) [16] in a handshake-based interfacing protocol at point 3. The PPSD is then packetized/de-
packetized by the Network Interface (NI) to/from a network data packets from/to flow control digits (flits) at point 4. A flit is
formed by a sequence of physical digits (phits) which are the unit of data transferred in one clock cycle on a hop of the inter-
connect. The packets reside in NI buffers waiting to be sent out. The flits are directed by routers to the links (point 5) on a
path determined by the flit header of a packet [11], or by a routing table inside the router. Once the request reaches the des-
tination NI, the above procedure occurs in reverse until the slave accepts the request. The bus at a slave side enables the
connection of multiple memory-mapped masters to the slave. The slave’s response follows the same scenario to reach at
the master side.

A connection is formed by a request channel and a response channel. The interconnect may treat connections differently
based on their service classes. The service provided for a connection data may be either Guaranteed Throughput (GT) or Best
Effort (BE). In this paper we apply our analysis to NoCs that provide both GT and BE QoS classes, such as Nostrum [12] and
Athereal [11], but it can be equally applied to any other NoC topology.

4. Bridging requirements and design options

The requirements for a multi-chip bridge have direct impact on the bridging scheme. Therefore, in this section we first
establish the design requirements as follows.
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(1) Transparency: ideally, from an application point of view the bridge should be invisible, i.e., the global memory consis-
tency model should be maintained. This is especially essential in the case of FPGA emulation of a partitioned system,
where the emulated system should be functionally as close as possible to the real prototype. In this case, from an
application’s point of view, the overall interconnect should behave the same as in the original system, and therefore
no manipulation in the path of the packets traveling over the bridge is acceptable.

(2) Decoupling: two sub-systems could be implemented on different chips physically located on separate circuit boards.

The bridge therefore should support the full decoupling between the two systems [41]. Decoupling includes isolation
of both physical and temporal dependencies, e.g., voltage levels and frequency.
The physical dependency that is due to the board-to-board bridging, would be solved by the off-board interfacing pro-
tocol of the bridge. Temporal dependency comes from the fact that the NoC routing algorithm may assume a relative
timing between consecutive network hops. This means that each hop expects to receive the flits in a specific moment
in time. For instance, consider a NoC that uses circuit-switching routing method. A Time Division Multiplexing Access
(TDMA) scheduler schedules flits according to its pre-programmed time-slot table in NIs [23]. This implies a timing
dependency between interconnect hops, in which the flits should arrive in the next hop at a specific time according
to the TDMA table. The bridge should either resolve or work around the temporal dependency between two hops.

(3) Quality of service (QoS): the bridge should preserve the traffic QoS that is provided by the NoC to the applications, e.g.,
no GT traffic should wait for any BE traffic to be serviced. If there is only one QoS class supported by the NoC topology,
all connections are treated equally.

(4) Area and performance: since the bridge is meant to be implemented in silicon or in an FPGA, low area cost is desirable.
The bridge area cost is the number of transistors that are utilized to build logic elements, buffers and memory blocks,
plus the number of pins used for the off-chip link. In general, buffers and memory blocks are expensive resources in
both silicon and FPGA, where usually the pins are scarce resources.

The bridge performance is the throughput and the latency, as for any communication medium. Since both transparency and
QoS requirements aim to lower the possible impact of the bridge on the traffic, the bridge should provide the traffic’s
required throughput. To a large extent, the bridge’s throughput depends on the off-chip communication link. However, since
the bridge supports multiple connections and provides proper QoS to the traffic, the bridge’s bandwidth is shared between a
number of NoC connections. This sharing results in a limited throughput for each connection. The latency overhead of the
bridge is inevitable, but we aim to lower this as much as possible by designing the bridge in such a way that the end-to-
end latency is minimized.

In order to fulfill four aforementioned bridging requirements, the bridge design options should be considered carefully.

The design options are selected properties of the NoC that can have either direct or indirect impact on designing the bridge
architecture, as follows.

Parallel/Serial Link: An interconnect physical link can be either parallel or serial. Accordingly, a bridge might be imple-
mented as a serial or a parallel interconnect on the link. The parallel implementation is faster, and it is suitable for a short
distance of bridging. The serial one is slower and is suitable for a longer distance bridging because a few number of wires
should be routed. Since the pins of a chip are scarce resources, the serial link would be more cost efficient as it requires
the smaller number of wires and interfacing pins. Hence, the bridging scheme should preferably support the serial link.
Flow Control: In the on-chip interconnect the flow of data can be controlled at two levels, (i) at link-level, where it is per-
formed locally at the links between router-router or router-NI, in order to control the flow at the data granularity of the
flits, and (ii) at end-to-end level. At this level the flow of NoC packets is controlled for the GT traffic globally between two
ends of the network communication channels, i.e., NIs [11]. The level of the flow control that can be supported by the
bridge, affects the traffic QoS. The bridging scheme should hence provide both link-level and end-to-end flow control
to the sub-NoCs at each side, and implement a flow control mechanism for off-chip links.

Buffering: Buffering is an important technique in the NoC to implement different routing algorithms and flow control
mechanisms. The routers may have separate buffers for each class of QoS, and NIs have number of buffers per connec-
tions. A bridge might be implemented with no buffer, one buffer, virtual-channel buffers, or virtual-circuit (per-connec-
tion) buffers [42]. Each of these implementation options implies different features for the bridge that we discuss later in
Section 5. Although the none-buffer and the one-buffer design have the lower implementation costs, the virtual channel
and virtual circuit designs can distinguish among connections, and consequently, such designs can provide the proper
QoS for every connection separately. This option is a trade-off between the QoS and cost requirements. Generally, the
QoS has higher priority than the cost.

Routing: In the NoC, the path manipulation only occurs in the routers. Therefore, routing options indicate if bridging at a
link would cause any changes in the determined path of a packet (e.g., number of traversed hops). For example, if tem-
poral coupling may exist between two ends of a NoC link, i.e., router-router or NI-router, and the link delay becomes long
due to the bridge insertion such that the data cannot arrive to the other end at the required time, there should be some
intermediate hops added to transfer data in more than one step. Hence, the data packet headers should be manipulated to
include the added hops. This has a direct impact on the transparency, timing, and implementation cost. A transparent
bridge should not alter any routing path of the packets, and therefore it should not act as a router itself.
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e Synchronicity: In a synchronous NoC architecture, a frequency dependency exists between two ends of a link. This depen-
dency is tighter, if the routing algorithm applies also more timing constraints such as circuit-switching method by TDMA
flits scheduling as explained previously in the decoupling requirement of the bridge. If in a partitioned system, the two
ends of a link are located on different chips in different circuit boards, the design of a bridge would be very challenging
because the system frequency at one side can be very different and out of sync from the other side. Inserting the bridge on
a NoC link at a proper protocol stack layer which relaxes the frequency dependency between the two ends, would make
the design much simpler.

o Quality of service: The Nls distinguish among different connections traffic to provide proper routing services to each class
of QoS. With respect to QoS control, a bridge may either buffer all different connections’ traffic in one queue, or buffer the
traffic separately according to the QoS classes (e.g., GT and BE). The latter is one of the bridge requirements; therefore, the
bridge should be implemented on a link that makes this possible.

To summarize, the discussion of design options suggests that the bridging scheme should be a serial implementation that
takes care of the both local and global flow control. The bridge could preserve the connections’ QoS if it would implement
proper buffering method, and the bridge insertion on a proper NoC’s link solves the frequency coupling problem. In the fol-
lowing section, we propose possible bridge implementations and compare them based on these options.

5. Protocol stack exploration

A connection between a master and a slave is formed by a set of physical communication links through the network, e.g.,
router—router and router-NI link. The links are illustrated as numbered points in Fig. 1. Possibly the bridge could be instan-
tiated at each of these links. In this way, the bridge either partitions a NoC into two sub-networks, or connects two different
NoC-based systems at these links.

Moreover, there is more than one layer of the interconnect protocol stack which is involved at a communication link. This
implies that the bridge can be also implemented at different layers of the protocol stack. In this section, we explore the inter-
connect protocol stack layers in every interconnect links. We present a bridging scheme at each layer and we discuss the
schemes based on the bridging requirements to realize the most proper solution that fulfills all the requirements. Fig. 1 illus-
trates a protocol stack model of an interconnect based on the proposal in [16]. The granularity of the data at each layer on
every interconnect links is also shown. Accordingly, the links are numbered in the figure and we study the possible bridging
schemes by discussing the characteristics of the bridge at each of these points, in turn.

5.1. Physical layer

Every router-NI and router-router link of the NoC is represented by Point 4 and 5 in Fig. 1. Ideally, the bridge is required to
be transparent. This means that the bridge behaves like a wire at physical layer, if it is implemented at these points. Scheme I
in Fig. 2 illustrates such a bridge. The bridge therefore deals equally with all traffic that might have different classes of QoS.
Moreover, if in a NoC technology there is a frequency dependency between two neighbor routers, this scheme would be

v . v L
‘ ) e == L
) —= NI > T*) L~ NT [
T "
,,,,,,,,, | |
w | |
— {5 | :
S Al
(I PEERS (VD)
(s | 5
— S - ‘
A pualiiiilipmn ¥ — NI ={sh> N T >
Lo ___ _ Sh =[S}
(Iv) C
e
—>INI ———3| NI >
: > ; - ~ 100 wires (Addr, Data, Control)
! I

37 wires

Data Granularity of flits
Data Granularity of Protocol Elements

Wit

- Place of Link Cut

Fig. 2. Bridging schemes based on the interconnect protocol stack.



430 A. Beyranvand Nejad et al./Parallel Computing 39 (2013) 424-441

expensive because of frequencies have to be matched between two systems implemented on different circuit boards, as dis-
cussed in Section 4. Beside this, link-level flow control has a large delay due to the long link between the two ends of the
bridge.

5.2. Data-link layer

To remove the long delay in the link-level flow control, this link could be pipelined. This means that a buffer could be
added to the previous bridge implementation. In this case, the link-level flow control is done between the buffer and each
end of the link. It results in Scheme II of Fig. 2, which is elevated one layer up in the protocol stack to the data link level, but it
is still on Point 4 and 5 of the interconnect. Since the bridge is similar to a pipeline link, it is transparent to the packets. while
the buffer is shared among all traffic, GT packets may be stuck behind BE packets when a BE one enters the buffer before the
GT one and is waiting to be transferred by the bridge. Since the GT packets have higher priority they should not be waiting
for BE ones to be transferred. Consequently, this scheme does not fulfill the bridge QoS requirement.

5.3. Network layer

To separate traffic with different QoSs, we add another buffer in parallel with the existing one of Scheme III. The buffers
form two dedicated virtual channels for BE and GT class of QoS. This bridge is therefore implemented at network layer and
still on Point 4 & 5. At this layer, the bridge performs as a router as it parses the packets’ header to distinguish between BE
and GT ones. It therefore manipulates the traffic path while it appears as a new hop, and consequently the NoC topology is
changed. The flow is controlled for BE traffic at the link-level, while the GT traffic flow is handled end-to-end by NIs.

All the schemes that we have discussed so far, including the network layer one, have frequency dependency between two
ends of the bridge. For example, in case of TDMA circuit-switching routing, the GT traffic requires not more than one (or at
least an integer number of) time slot delay between two neighbor hops. Fulfilling this constraint on the link delay becomes
more complicated when the bridge is implemented between two chips that might be located on different boards. The main
challenge is to make TDMA tables of the sub-NoCs coherent such that the data is sent and received in the correct order [23].
To work around this problem, we propose Scheme IV in which a network interface is added at both ends of the bridge as
shown in Fig. 2. Now, we discuss the advantages and disadvantages of this scheme as follows.

5.4. Transport layer

Scheme IV not only raises the implementation level of the bridge up to the transport layer of the protocol stack, but it also
changes the bridge insertion point from Point 4 & 5 to Point 3 in Fig. 1. The NI takes care of both link level and end-to-end
flow control. It means that a connection is terminated in the first sub-NoC and a new connection is started on the other sub-
NoC. This scheme solves the frequency dependency problem due to the fact that once the packets are arrived in the NI, there
is no timing dependency afterward. Here, since the packets are de-multiplexed into their dedicated connection queues, the
QoS can be preserved per connection. Although this scheme sounds promising in theory, in existing NoC implementations,
there are a large number of wires in parallel (e.g., 39 wires per connection in Athereal) and this leads to a large cost.

Scheme V proposes an implementation of the bridge which arbitrates between connections. In this scheme, the bridge
schedules one connection’s data transfer at a time to reduce the number of wires. This scheme also fulfills the decoupling
and QoS requirements of the bridge by (i) having virtual circuit buffering per connection, (ii) terminating a connection at
first sub-NoC to remove frequency dependency, (iii) forming a new packet at the second sub-NoC, and (iv) control link level
and end-to-end flow of the data. Hence, this scheme is a promising solution for our bridging requirements.

5.5. Session layer

In Scheme VI, the requirements are fulfilled the same as Scheme V. This scheme corresponds to Point 1 & 2 in Fig. 1. How-
ever, the granularity of the data after and before the shell is different. So far, in Scheme I-V, data on a link has been a se-
quence of phits. A shell de-serializes the data to parallel protocol specific elements, e.g., command, address and data in
DTL, and therefore the bridge in this scheme should be implemented as a parallel bridge. Moreover, when the data is depen-
dent on the interfacing protocol elements, interleaving the requests and responses of different connections at the fine

Table 1
Evaluation of the bridging schemes against the requirements.
Scheme Point in Fig. 1 Transparency Decoupling QoS Area cost Performance
I (Physical) 4,5 + _ _ + _
Il (Data-Link) 4,5 + _ _ + _
111 (Network) 4,5 + _ + _ _
IV (Transport) 3 + + + _ +
V (Transport) 3 + + + + +
VI (Session) 1,2 - + _ _
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grained elements (e.g., commands, address and data) becomes impossible. Such interleaving might cause the bridge to be
blocked by a single transaction for a long time and a deadlock may occur. Consequently, GT traffic may be blocked by a
BE one that invalidates the QoS support.

Finally, Table 1 compares the different bridging schemes. A “+” means that a scheme fulfills a requirement, whereas a “-”
indicates otherwise. Since Scheme V fulfills all the requirements, hence it is the most suitable bridging scheme for our
requirements. This is also a generic scheme that not only can be placed before and after an NI, but also it can be connected
directly to a shell or a streaming port of an IP.

6. Bridge hardware architecture

In this section we present the detailed architecture of the bridge to implement Scheme V illustrated in Fig. 2. The bridge
architecture diagram is depicted in Fig. 3(a). The bridge Kernel consists of five main units that are responsible for, (i) pro-
viding off-chip board-to-board interface, (ii) forming off-chip communication data, (iii) interfacing with multiple connec-
tions of the target NoC, (iv) arbitrating between the connections, and (v) controlling the flow of on-chip and off-chip
data. What follows describes these units in details.

6.1. Board-to-board interface

The proposed bridge in this paper serves to connect NoC-based systems on the same or separate chips and circuit boards.
The chips may be an ASIC or FPGA. In this work we target FPGA technology to prototype the bridge and to prove the concept
of bridging.

Typically, FPGA boards support common off-board communication protocols such as PCI [43], Ethernet [44], USB [45], and
SPI [46]. Interestingly, all these protocols transfer data serially which corresponds to our design requirements of the bridge.
USB and SPI are master-slave protocols which are not applicable to our proposal, since we might have a set of masters and
slaves at each side of the bridge. PCI cannot provide wired connections at long distance. Therefore, we build our bridge upon
Ethernet protocol as it provides a scalable connection for long distance communication which is suitable for both off-chip
and off-board bridging. The bridge architecture utilizes two hardware modules to prototype the Ethernet protocol as shown
in Fig. 3(a). The physical layer of OSI protocol stack [15] is implemented by a Xilinx RocketIO transceiver [47]; and the data
link layer is realized by Medium Access Control (MAC) module [48,49]. These modules are boards and FPGAs specific. To inte-
grate the bridge in an ASIC, the Ethernet modules should be either redesigned and customized for the target manufacturing
technology, or the available individual ICs [50] should be used for this purpose.
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6.2. Data format

Ethernet transfers data in a specific packet frame format which is illustrated in Fig. 4. There are 38 fixed reserved bytes in
a frame for preamble, source and destination MAC address, type of packet, CRC, and finally an inter-frame gap. We refer to them
as frame overhead, since only the payload contains useful data.

A payload is made by multiplexing and serializing the streaming data of multiple connections. The bridge forms an Ether-
net frame packet by concatenating the payload with the frame overhead. It is done by the frame former block in Fig. 3(a).

Moreover, to implement the link-level flow control, the bridge adds the available credits of each connection to the pay-
load. To distinguish between the credits and the actual data, a byte identifier tag is encoded in two least significant bits of a
byte as shown in Fig. 4. The bridge starts sending one connection’s data by first inserting the connection’s number when the
byte is tagged as “01”. It is then followed by a credit-byte and a 5-byte phit, respectively tagged as “10” and “11". In our
target NoC, every phit is formed by 37 bits, which together with byte identifier tag occupies 5 bytes of the payload.

Length of a payload is variable. The longer the length of the payload is, the more efficient is the link utilization. The bridge
starts sending a frame whenever data is available in the connection buffers. However, it might occur that after starting a long
payload, there would be no data to be sent. Since an Ethernet packet cannot be cut in the middle of transmission, the bridge
inserts NULL bytes in such cases. The disadvantage of such a long payload is that CRC can be only done very late after the
whole frame received, and therefore, if the CRC is not correct, the bridge should have a buffer with the size of the payload
at the transmitter side to re-transmit the last frame. In the current version of the bridge, CRC is checked at the receiver side
but the re-transmission feature is left as an option for the future kernel versions.

6.3. Multiple connections

In order to implement QoS, the bridge distinguishes among the NoC connections. The bridge is implemented with ded-
icated input ports for each NoC connection, which are PPSD ports in Fig. 3(a). The generic architecture of the bridge enables a
port to connect to a streaming port of an NI, a shell, or an IP as depicted in Fig. 3(c).

NIs have a dedicated buffer per connection to implement the end-to-end flow control for GT traffic in the NoC. If the
bridge is connected to an NI directly, the NI buffers can be also used for the off-chip link-level flow control by the bridge.
However, if a shell or an IP is connected directly to the bridge, they might be buffer-less, and therefore virtual channel buf-
fering is required to preserve QoS. The bridge therefore buffers data per connection at the first (last) stage of the transmitter
(receiver) side.

Furthermore, the frequency at which the bridge operates on is fixed to 125 MHz and is imposed by the Ethernet MAC and
physical modules of the FPGA boards that we used (i.e., Xilinx ML510 and ML605). This may be different from the operation
clock frequency of the connected NoC, shell, and IP. Therefore, dual-clock First-in-First-out (FIFO) buffers are required to car-
ry out the clock domain crossing at the NI/shell/IP-bridge connection border.

Per connection buffering in the bridge has also some disadvantages as: (i) it adds extra delays in the data path, and (ii) it is
costly both in FPGA and silicon. Therefore, a smart buffer sizing by analyzing the applications traffic is supported, in the same
way that it is done by NoCs’ design flow for the buffers in NIs and routers of the NoC technology [51].

6.4. Connections arbitration

The bridge arbitrates between the connections at the transmitter side, and serializes the data in the payload of an Ether-
net frame. The arbiter and serializer blocks are respectively responsible for these tasks, as shown in Fig. 3(a). The bridge di-
vides a payload into number of data slots in which it places the arbitrated connection flits. A slot starts with a connection
identifier byte, followed by a credit-byte and the flits of the connection. At the receiver side, the bridge parses the payload
byte identifier tags (done by frame parser block) and directs the flits to a dedicated connection buffer immediately (done by
de-serializer block).

Any arbitration policy, e.g., Round-Robin (RR) [52], Time-Division-Multiplexing Access (TDMA) [53], may be used by the
bridge to select between the connections at the transmitter side. However, to fulfill the QoS design requirement, which im-
plies that no GT traffic should wait for any BE one, an arbitration scheme that ensures independent guarantees per connec-
tions, e.g., TDMA, is necessary. Therefore, the default implementation of the bridge uses a TDMA arbiter.

Preamble | MAC dest | MAC src | Type Payload CRC | Interframe gap
(8B) (6B) (6B) (2B) (64-1522B) (4B) (12B)
1 Byte
(LTI I l
0 1

0 | NULL |Conn. #
1 [Credits |NoC Phit

Fig. 4. Ethernet packet frame format with the bridged connections data encoded in the payload.
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Since a NoC may be reconfigured at run-time, a connection could be used by different applications that have different QoS
requirements. In our case, the bridge arbiter needs to be reprogrammed to alter the connections table at run-time. For this
purpose, the bridge is equipped with a memory-mapped input/output (MMIO) port, as shown in Fig. 3(a).

6.5. On/Off-chip flow control

Fig. 5 shows the required flow control at different levels of a bridged system. The NIs that are part of the proposed bridg-
ing scheme take care of the global end-to-end flow control in the sub-NoCs for the sake of synchronicity, as explained in
Section 4.

A flow control mechanism for the off-chip link of the bridge is also needed. We use a credit-based technique [54] with one
credit counter only at the transmitter side of the bridge, for each connection buffer. The counter is initialized with the size of
corresponding buffer at the receiver side, and it is decremented every time that a phit is transmitted. In the receiver side,
another counter keeps the number of received phits that have been out of buffers. This value is then sent back to the trans-
mitter side as a credit-byte. As soon as the credit is received, the credit counter is updated. The credit transmission from
receiver side is guaranteed by first sending the credit of corresponding connection in every slot so that no connection starves
due to the lack of credits. Hence, the bridge is deadlock free.

7. Software architecture

Typically, NoC-based SoCs require a run-time configuration scheme [17]. A processor core which is usually on the same
chip as the NoC is locally responsible to perform the configuration. This processor is called host. In the presence of an off-chip
connection, the host may be an external IP such as a Personal Computer (PC) or a local host of another SoC on a separate chip.

In this section we first briefly present a basic interconnect configuration scheme, which is proposed in [17], and we show
how an on-chip host configures the NoC. Afterward, we present how the bridge extends this scheme to configure multi-chip
NoC-based systems while the host may be either on-chip or off-chip. The novelty of this technique is in that it uses the inter-
connect of a local (sub-) system, which is directly connected to a host, to configure remote interconnected (sub-) systems via
the bridge.

7.1. Basic software scheme

The NoC configuration is the process of setting up, modifying, or tearing down logical connections between master and
slave IPs. This process is performed by programing routing scheduling tables in routers and network interfaces, and address
layout tables in buses. Each of these modules should have a memory-mapped input/output port (MMIO) for this purpose.

In this work, we consider an interconnect that does not require the configuration of routers, hence, only NIs and buses are
programmable. Fig. 6(a) illustrates such a system interconnecting an internal host, a master and a slave IP. The config-bus
enables the internal host to access distributed memory-mapped locations. We group the config-bus and the internal host
in a logical component, namely Local Host (LH). This component is always located on the same chip as the target NoC.

The LH can access MMIO ports of NIs and buses from a dedicated port. This port is called rmt in Fig. 6(a). To enable this
access, a path from NI, to a config port of target NI is required. The configuration software executing on the host sets up this
path by sending a write command to Icl port of LH to program NI. table. We define this command as write(LH ,
path(LH ; —target)), where the target is the config port of NI..

LH performs NoC configuration in two steps, (i) initialization step, in which it opens a response channel from all NIs (i.e.,
NI, and NI; in Fig. 6(a)) to NI, to enable sending back configuration end-to-end flow control, and (ii) connection set-up step,
in which the host sets up a functional connection between master and slave.

A connection is established between a master and a slave IP, i.e., a connection is opened, by setting up a request and a
response channel. To set up a channel between IP A and B in the system, LH issues a sequence of write commands to program
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Fig. 6. Configuration architecture of (a) an on-chip interconnect using a local host, (b) an extended-on-chip interconnect using the bridge inside Remote-

Hosting Tile (RHT).

NIs and buses. The software API executing on the host implements it as open_channel (A,B) and it is described in Algo-
rithm 1. Every write in the algorithm corresponds to a numbered arrowed operation in Fig. 6(a), and it is illustrated by
the numbers before the commands. Operation 1 is to program NI. and open/close a request channel from rmt port to a target.

Operation 2 and 2/ are to configure the target NI,;, NI;, and buses.

Algorithm 1. Open a channel between A and B

open_channel (A,B) {

if A=LH then
(1) write(LHyy, path(LHyqq —A));

else
(1) write(LH,y, path(LHpm —A));
(2) write(LHpmt, path(A—B));
(2') write(LHpme, bus address layout);
(1) write(LHyy, 0);

end
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Algorithm 2 uses open_channel to implement an API (open_connection (A,B)) that establishes a connection between
two IPs. Applying this command to every master and slave pair in the design, a use-case application can be (re-) configured.

Algotithm 2. Open a connection between A and B

P={AB} wherep,cPand 1 <i< |P|;
open_connection (P) {
open_channel (py, p2);
open_channel (py, p1);

7.2. Extended-interconnect software scheme

Consider that the system in Fig. 6(a) is partitioned into two sub-systems, as illustrated in Fig. 6(b). The master tile (MT)
and the slave tile (ST) are connected to different NoCs implemented on separate chips. Although in this example the host is
off-chip with respect to the two sub-NoCs in Fig. 6(b), it can optionally be located locally on one of the chips. Here, a new
configuration scheme is essential to enable the external host (i.e., off-chip host) to configure connections over both sub-NoC,
and sub-NoC;, as local and remote sub-systems, respectively.

The core module of the new configuration scheme is the Remote-Hosting Tile (RHT). As illustrated in Fig. 6(b), the RHT
consists of a bridge module, a NI, and two shells. The RHT serves two purposes. First, it implements an off-chip connection to
the SoC by the bridge, and second, it enables remote configuration of the NoCs by providing the required links (via Icl and rmt
ports) to the local NI of remote sub-NoCs.

In Fig. 6(b), there are two RHTs. One, RHT,, connects the remote host (i.e., RHg) to the sub-NoCy. RH, consists of an exter-
nal host, buses and shells, and plays the same role of LH in Fig. 6(a), namely it sends proper write commands to its Icl and rmt
ports. The other remote-hosting tile (i.e., RHT;) interconnects two sub-NoCs to provide functional data connections between
master and slave tiles. RHT; enables configuration of sub-NoC;, which is a remote sub-NoC, from RHy’s point of view.

Algorithm 3. Open a channel between A and B

open_channel (A,B,C) {
if C # 0 then
write(Ce,path(Come — A));
end
if A+ LH/RH and A # C then
write(Crne,path(A—-B));
write(Cpyne, bus address or bridge arbiter layout);
write (Ci,?);
end}

Algorithm 4. Open a connection between A and B

open_connection (P,Co){
fori— 1to|P|—1do
open_channel (p;_;, p;, Ci_1);
open_channel (p;, p;_1, Ci_1);
G =p;
end

The RHTSs provide the underlying infrastructure for the multi-NoC communication and configuration, and the bridge in-
side them provides transparent connections to the configuration application executing on the external host. The basic soft-
ware API defined earlier in this section is not directly applicable to the multi-chip bridged system. The reason is that a
functional connection between a master and slave that are located on different chips, goes across one or more RHTs. There-
fore the configuration software on one hand should deal with configuration of two (or more) sub-NoCs instead of one, and on
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the other hand it should use the proper RHT for a target sub-NoC. For this purpose, we extend open_channel and
open_connection commands with a new argument. The argument is the hosting tile, i.e., RHT or LHT, that the host uses
to perform configuration. The new commands are presented in Algorithms 3 and 4, respectively.

Furthermore, a design is not always as simple as the systems illustrated in Fig. 6. The bridge enables us to build complex
systems by interconnecting number of sub-NoCs and having master and slave IPs interfacing to any of them. Therefore, a set
of generic configuration software API is needed to support all multi-chip designs with any level of complexity. In what fol-
lows we first show various possible master-slave pair connections in a multi-NoC designs, and then we propose a new con-
figuration APL

Fig. 7(a) and (b) illustrate the abstract connection models of the simple systems presented in Fig. 6. The host may be
implemented as either local host (LH) or remote host (RH). In the design of Fig. 6(b), master and slave tiles can also interface
both to one remote sub-NoC, as it is modeled in Fig. 7(c). A more general complex design, assuming more than one remote
sub-NoCs, and, master and slave tiles interface with separate sub-NoCs, is illustrated in Fig. 7(d).

We propose a generic connections graph in Fig. 8(a). We define the connection graph as G = (V,E), where
V={LH,RH, LHT,RHT, MT, ST} is a set of vertices, and E is a set of communication edges. A host that may be either RH or LH
is the root-vertex of G, and, master tile (MT) and slave tile (ST) are two end-vertices. The edges are the applications’ func-
tional connections between the tiles, where dashed edges represent an arbitrary sequence of edge-RHT. As shown in
Fig. 8(a), we define three paths of Py, Pys,Pys that represent the paths from RH/LH to MT, from RH/LH to ST, and from
MT to ST, respectively.

Algorithm 5. Generic configuration procedure to set up a connection between a master and slave

assuming:

Pys = {path starting from master to slave}

Pynm = {path starting from host to master}

Pys = {path starting from host to slave}

Py = first member of P, and P; = last member of P.
begin
. open_connection ((PgyNPgs), 0);
open_connection ({(PumNPxs)i, (PmsPum)L)s (PumNPrs)L);
open_connection ((PpsNPyn), (PrsNPrm)L);
. open_connection ({(PymNPxs)r, (PvsNPrus)o}, (PrmNPrs)L);
. open_connection ((Py;sNPys), (PusNPhs)o);
. open_connection ({(PysNPum)L, (PmsMPhs)o}, (PumnPhs)L);
en

DU WN =

Pys denotes the functional connection between MT and ST that should be established by the host. For this purpose, we pro-
pose to create six intermediate logical connections. The connections are illustrated in Fig. 8(b) that corresponds to the graph
of Fig. 8(a). Connection 1 enables the host to access remotely to the common sub-NoC that can access to both MT and ST. To
access to MT, it needs connection 2 and 3, and similarly to ST connection 4 and 5 are needed. Finally, the host completes the
connection between MT and ST by establishing connection 6. Algorithm 5 uses the extended open_connection command
to make the connections of Fig. 8(b) in the six steps.

To summarize, we proposed a new software API for configuration of multi-chip NoC-based systems in this section. The
proposal used the hardware tiles which includes the bridge for remote (sub-) NoCs’ accesses, and the new generic software
API enables configuration of complex NoC-based designs.

— MTIsT
@) RH/LH — RHT/LHT — NoC —— ST/MT
— MTIST
b) RH/LH — RHT/LHT — NoC — RHT, — NoC —— ST/MT
-~ MT/ST
¢) RH/LH — RHT/LHT — NoC —— RHT, — NoC —— ST/MT
RHT, — NoC —— MT/ST
d) RH/LH — RHT/LHT — NoC
\_ RHT, — NoC — STIMT

Fig. 7. connection models of single- and multi-chip NoC-based systems with different combinations of master and slave tile interfaces.
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Fig. 8. (a) Generic configuration connections graph, and (b), logical intermediate connections graph for a multi-chip NoC-based design.

8. Discussion and experimental results

In this section we first exercise the standalone bridge to evaluate its area cost when implemented on an FPGA, and to
assess its performance under variable traffic loads. Second, we use the bridge in a NoC-based system to connect two sub-sys-
tems implemented on two separate FPGA chips. Using this setup, we show system level performance results of the bridge.
The results is obtained from experimenting the system for interconnect configuration with various applications’ data trans-
fer. The results prove that the bridge preserves traffic QoS over the NoC-based systems.

8.1. Standalone bridge experiments

The bridge is synthesized for Virtex 5 and Virtex 6 FPGAs with Xilinx tools, and it is implemented on the ML510 and
ML605 emulation boards, respectively. The embedded tri-mode Ethernet MAC Wrapper, specifically designed for those Xi-
linx FPGAs, is used as the MAC layer module of the bridge [48,49]. The physical Ethernet interface is also available off-chip on
the ML510 and ML605 boards.

The bridge area cost is less than 1% of the FPGA resources, excluding the Ethernet MAC and Physical layer modules. The
synthesis area results are given in Table 2. As seen, the area cost is different when targeting different FPGA technologies,
however percentage-wise the low cost of our implementation is comparable with the work presented in [28]. In our case,
the bridge is synthesized to handle four connections with the buffer sizes of 64 phits (64 x 37 bits) per connection.

To assess data transfer latency between the first stage connection buffers at the transmitter side and the last stage buffers
at the receiver side of the bridge, we set up an experimental platform illustrated in Fig. 9. The bridge arbiter uses TDMA pol-
icy with the table size of 16 slots. The bridge is connected to a Microblaze processor, uB, that generates data traffic based on
the given rates. The processor accesses an external RAM in two different ways, through a bridged connection or directly
through a PLB bus, which are illustrated as Path 1 & 2 in Fig. 9, respectively. Knowing the latency of all the components,
we obtain the data transfer latency of the bridge with this set-up.

Fig. 10(a) presents the latency versus the number of TDMA slots allocated to one connection. The trend in the figure indi-
cates that the latency decreases when the number of assigned slots to a connection increases. The reason is that in each cycle
of TDMA table more data is transferred by the bridge and the waiting time of transactions in the transmitter buffer becomes
shorter. However, the latency cannot be lower than 230 cycles (in average) which is much higher than the lowest average 40-
cycle latency of the work presented in [28,4]. This is due to the reserved slots in the TDMA table plus the latency of the off-

Table 2

The Bridge synthesis results.
Cell Virtex5 usage Virtex6 usage
Slices as LUTs 722 2142
Slices as flip flops 389 559

Slices as memories 204 404
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Fig. 10. (a) Latency vs. number of allocated slots to a connection, (b) Latency vs. throughput for one connection with variable slots assigned.

chip link which is approximately 220 cycles. The reserved slots are to send the frame overhead of the Ethernet packet, and in
our case they are the last slots of the table. The reason that the latency of 8-slot allocation does not follow the general trend
of Fig. 10(a) is due to the fact that for this value, the payload of the Ethernet frame was entirely transmitted in the middle of
TDMA wheel, but the frame transfer finishes once the frame overhead is sent in the reserved slots at the end of the table.
Hence, the ready data in the buffer should wait therefore till a new cycle of TDMA table.

Fig. 10(b) shows the data transfer latency of a connection versus the throughput of the bridge for different number of
assigned TDMA slots. The initial flat region in the graphs shows that the connection does not utilize its entire allocated guar-
anteed bandwidth. Since the waiting time outside the buffers is not included here, increasing the offered load beyond the
guaranteed bandwidth budget increases the latency to a finite maximum. To summarize, allocating more slots to a connec-
tion increases the bandwidth and lowers the latency.

Here, we calculate the ideal throughput of the bridge in order to compare with the empirical results in Fig. 10(b). The
bridge uses the maximum frame length of P.; = 1500 bytes and N; = 10 slots per frame. Therefore each slot has
Ssioe = 150 bytes. Thus, the number of phits per slot is:

150 -2
5
The minus two is due to the connection byte and the credit byte. Finally the link utilization is:

Ny x phitsg,. x spnie (bits) 10 x 29 x 37

- Leth_max % 8 (bits) T 1542 x 8
Thus, the ideal throughput would be 870 Mbps if the bridge is using the full bandwidth of 1Gbit Ethernet. As in above cal-
culations we assumed that the whole bandwidth (i.e., the whole payload) is dedicated to one connection, we compare the

ideal throughput with the 14-slot graph. The ideal throughput approximately equals to 23500 cycles (1000 phit/S) that cor-
responds to a point slightly before saturation at 14-slot graph in Fig. 10(b) and it is in line with the experimental results.

phitsg,, = = 29 phits

=86.98%
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Fig. 11. (a) A NoC-based system-on-chip, (b) a multi-FPGA prototype of bridged partitioned NoC-based sub-SoCs.
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Fig. 12. The Experimental results of, extended-interconnect configuration (a) initialization step, (b) connection set-up step.

8.2. System level experiments

After presenting the cost and performance of the individual bridge, in the rest of this section we demonstrate a real multi-
FPGA system, which is built by using the bridge. The original SoC is illustrated in Fig. 11(a). There are two processor tiles, a
memory instance, and a host. This system is partitioned into two sub-systems, each of which prototyped on a separate Xilinx
ML605 board, as shown in Fig. 11(b). This simple set-up helps us to show more clearly how the bridge preserves traffic QoS.

8.2.1. Interconnect configuration

The time that it takes to configure the interconnect is presented in Fig. 12, where 12(a) shows the results for initialization
step and 12(b) for connection set-up step. In this example, we set up 7 connections that cross the bridge. We have varied the
number of TDMA slots allocated to Icl and rmt ports of the bridge, and we measured the configuration execution time in
number of cycles.

In this set-up, we have 4 NIs available at each sub-SoC to be initialized. The remote initialization step takes longer than
the local one, as shown in Fig. 12(a). However, the remote connection set-up step takes less time than local step when en-
ough bandwidth is available. The reason is that the host should configure both master and slave NIs in local configuration
step, whereas in the remote one the bridge itself is the master and it is not needed to configure itself, and therefore it per-
forms less configuration operations.

8.2.2. Applications traffic QoS

To mimic the behavior of a communication intensive application with both GT and BE traffic QoS, we use software imple-
mented traffic generators on Microblaze processor tiles following the topology presented in Fig. 11(b). Five chip-crossing
connections are set-up between the cores. The QoS requirements and number of allocated bridge TDMA slots per connection
are detailed in Table 3.
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Table 3
Connections.
Conn. # Master — slave # of allocated TDMA slots QoS
0 TileO — Tilel 4 GT
1 TileO — Tile1l 1 BE
2 TileO - Mem 4 GT
3 Tile1l - TileO 1 BE
4 Tilel — TileO 4 GT
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Fig. 13. Latency vs. throughput for the connections initiated in the example platform from the left sub-system (a) and from the right sub-system (b).

Fig. 13(a) shows the latency versus throughput for the traffic of channels initiated from the sub-SoC,. These are request
channels of Connection 0, 1 and 2, and response channels of Connection 3 and 4. We vary the throughput with percentaged
steps of the maximum bandwidth offered by the bridge to a connection. The maximum bandwidth of a connection is derived
from the throughput results presented in Fig. 10(b) for corresponding number of allocated slots per connection.

The request channels of Connection 0 and 2 have the lowest latency for the higher bandwidth, since they are allocated 4
TDMA slots and for the other connections, each is assigned one slot. As it is illustrated in Fig. 13(a), the average latency of
traffic for these two connections are guaranteed to less than 1500 cycles for up to 90% of the maximum traffic injection rate
which is 5 M phits/s. However, since the response channels of Connection 3 and 4 require BE QoS, their latency and through-
put is not guaranteed for high traffic injection rates, and after 70% of the maximum injection rate, their average latency
jumps from less than 1000 cycles to around 4500 cycles.

Similarly, Fig. 13(b) shows the results for the traffic of channels initiated from the sub-SoC;. Here, the lowest latency and
higher bandwidth also belongs to the GT traffic of Connection 4, while the traffic 0, 1 and 2 are the response channels of their
corresponding connections.

To summarize, we have shown that the bridge preserves QoS, namely GT or BE, requested by the connections while trans-
ferring the traffic across a multi-chip/FPGA system. Note however that, this does not imply that the connection’s maximum
bandwidth and latency are unchanged. Only the type of traffic QoS (GT/BE) is guaranteed to be unchanged. Depending on the
number of bridged connections, the maximum bandwidth of each connection may be decreased and the latency may be in-
creased. In any case, the global memory space is transparent to all applications across all the bridged (sub-) systems.

9. Conclusions

In this paper we proposed a generic, efficient off-chip bridging scheme for SoCs that are implemented on separate silicon
or FPGA chips. The scheme is compatible with NoCs technology, which is commonly utilized in recent embedded systems.
We have investigated the protocol stack of an on-chip interconnect to determine the best layer of implementing the bridge
on possible links of the interconnect. The proposal is a scheme at the transport layer of the stack. At this layer, the bridge
fulfills the requirements which are identified as: (i) seamlessly extending memory space over the sub-NoCs, (ii) decoupling
of bridged systems, (iii) preserving applications quality of service, (iv) being cost efficient and having high performance.

We presented a hardware architecture for the bridge and a software infrastructure needed to configure the interconnects
of the bridged systems. For this purpose, we extended a basic configuration scheme by using the bridge, and we proposed a
new architecture for software configuration API. This is demonstrated practically by the experiments that have evaluated the
bridge implementation under variable traffic loads. The results showed that the bridge preserves the traffic quality of service
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as it can provide throughput and latency guarantees to traffic. Moreover, the bridge is synthesized for two Xilinx FPGA chips
and the area cost is less than 1% of the FPGA resources.

Future research work includes a SoC partitioning technique to automatically generate the bridged sub-systems. This tech-
nique is required to be integrated in automated NoCs design flow.
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