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Abstract— Buffered crossbar (CICQ) switches have shown a
high potential in scaling Internet routers capacity. Howe\er, they
require expensive on-chip buffers whose cost grows quadraglly
with the port count. Additionally, similar to traditional ¢ rossbars,
point-to-point switching mandates the use of long wires to@nnect
inputs to outputs, resulting in non-negligible delays. In his paper,
we propose a CICQ switching architecture where the buffered
crossbar fabric is designed using a Network on Chip (NoC).
Instead of a dedicated buffer for every pair of input-output
ports, we use on-chip routers, one for each crosspoint. Ouresign
offers several advantages when compared to traditional CIQs:

as the square of the switch radix making CICQs unattractive
for large port switch. Additionally, whether a crossbar teWi

is buffered or not, the fabric requires long point-to-paintes

to interconnect the switch inputs to its outputs. This ressinl
long delays and consumes high power to drive these wires.

In this paper, we propose a novel design for the CICQ
switch architecture. Instead of using a dedicated intdvntier
per input-output pair of ports, we design the whole buffered

1) speedup, because the fabric can operate faster due to theCrossbar fabric as a Network on Chip (NoC) as depicted in

small size of the NoC routers, their distributed arbitration and
the short wires connecting them. This is in contrast to sing-hop
crossbars that use long wires and centralized arbitration2) Load
balancing, because flows from different input-output port pairs
share the same router buffers, contrary to the internal buffers
of traditional CICQs that are dedicated to a single input-ouput
pair. 3) Path diversity, allowing traffic from an input port t o
follow different paths to its destination output port. This results
in further load balancing, especially for non-uniform traf fic, and
provides better fault tolerance in the presence of interconect
failures. We analyzed the performance of our architecture ly
simulation and presented its performance under wide traffic
conditions and switch sizes. We prototyped, in CMOS technoby,
a 32 x 32 NoC-based crossbar switch. The implementation results
suggest that we can clock the switch at a frequency of 413 MHZ,
reaching an aggregate throughput in excess of0'® ATM cells
per second.

Index Terms— Scheduling, Buffered crossbar fabric.

|. INTRODUCTION

Fig. 1(b). Our design offers several advantages when cagdpar
to traditional crossbar based fabric switches. First, gigin-
chip routers instead of dedicated internal buffers allows a
better load balancing of the traffic passing through thecwit
This is achieved by allowing the on-chip routers to switch
traffic from any input to any output, resulting in sharing and
better use of internal memory. This is in contrast to tradiil
CICQs that use dedicated internal buffers. The adoption of
small routers and shared resources provides path diversity
by allowing multi-paths between every input-output pair of
ports. This results in further load balancing especially in
the presence of non-uniform traffic patterns and gives bette
fault tolerance in presence of interconnect failures. ifiauhl
crossbar have no path diversity, they use expensive redtinda
planes instead [5]. Designing the fabric as a NoC allows
scalability in port count and speed per port. This is actdeve
using short wires enabling reliable high-speed signalisg a
opposed to long wires. Using uniform short wires affords

The crossbar-based fabric switch is the dominant architesignificant advantages in cost and performance. Additignal

ture for today’s high-performance packet switches [1] [2je

a NoC based fabric requires simpler switch design by allow-

fabric of a crossbar-based packet switch can be either ung simple input memory structure such as first in first out

buffered [1] or internally buffered [2]. The similarity beten
these two variants lies in the quadratic growth of their edgt
the number of switch ports. Additionally, both architeetsir

require a sophisticated input queueing structure, knowthes

(FIFO) input queueing, as opposed to traditional desigh tha
requires sophisticated queueing structures such as the VOQ
architecture.

virtual output queueing (VOQ) to achieve acceptable perfor The remainder of this paper is structured as follows: Sec-
mance [3]. Unbuffered crossbar fabrics are cheaper than th@n Il discusses related work. Section Il introduces our
buffered counterparts since they contain no internal bsiffeproposed multidirectional NoC-based crossbar switching a

However, they are hard to scale due to the high-computdtiochitecture, named MDN. We describe its dynamics and explain

complexity and centralized nature of their scheduling [3].

its properties with emphasize on its routing mechanism. In

A buffered (CICQ) crossbar switch fabric (see Fig. 1(a)¥ection IV, we present the hardware implementation results
overcomes the scheduling complexity by means of parallefl the proposed architecture. Section V presents a detailed
and distributed schedulers, one per switch port [4]. Howeve simulation study of the proposed switching architecturd an

requires dedicated internal buffers for each pair of inputiput

compares it to the traditional CICQ switch. Finally we con-

ports of the switch. The cost of these internal buffers grovesude the paper in Section VI.
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Fig. 1. Crossbar architecture: a) Conventional CICQ, bpBsed MDN crossbar architecture.

Il. RELATED WORK IIl. MULTIDIRECTIONAL NOC-BASED CROSSBAR

. - . ARCHITECTURE
The switch fabric is a key component for a wide spectrum of c cru

routers. Various switch fabric architectures have beepgsed  This section introduces the multidirectional NoC-based

for high-performance routers, such as bus-based [6], dhat¥DN) crossbar switching architecture, describes its comp

memory [7] and crossbar [3]. The crossbar is considered thents and explains its dynamics.

most suitable fabric architecture [3] due to its non-blogki

propgrties, intringic multicast capabilities and its plaigoint- " A. Switch Model

to-point communication support. However, the crossbatcéwi ) ) ) )

fabric is considered non-scalable for two main reasonst,Fir e consider the MDN crossbar architecture depicted in

its cost grows as the square of its input/output port courtigure 1(b.). The _swnch operates on fixed size packets Qpells

making it unattractive for high-radix switches. Seconde thwhere variable size packets are segmented upon entering the

centralized nature of the crossbar fabric scheduling mitke$Witch and reassembled at the switch output ports. Therl are

complex and hard to scale to high data rates and/or port souffiPUt Ports and N output ports. Each input port contains &FIF
Alternative solutions have been proposed. To overcorfid€u€ to hold incoming traffic during times of congestion.

the crossbar quadratic cost growth, multistage switchicfabrThiS in contrast to traditional crossbar based switches$ tha
were proposed [8]. Other solutions include the 3-D torise sophisticated input VOQs. The inputs and the outputs are

architecture used by the Avici routers [9]. The solution tBonnected to the four sides (the perimeter) of the crossbar

solve the crossbar scheduling complexity was to use bmﬁerf@br'c_‘:h'p throu_gh /0 _pads as depicted in F'g‘ 1(b). _
CICQ crossbars. However, the scheduling simplificationeem AS illustrated in the Figure, the crossbar fabric core csissi
at the expense of a complicated and expensive crossbarewifir(2V/4) x (/4) mesh of on-chip routers, with traffic flowing
internal memory banks are required, one per crosspointeof ti @l four directions of the mesh. Hence, the name Multidi-
crossbar. Proposals to reduce the internal memory reqaienf€ctional Network on chip based (MDN) crossbar switch. The
have recently appeared [10] [11] [12]. However, like crassb M_DN is a tvvo_-d|menS|onaI mesh of packe;—swnched routers,
CICQs still suffer the inherent delay of the long crossbaesi With network interfaces (NI) on the four sides of the mesh.
We have recently proposed a fabric architecture based GflIS aré transferred to the MDN fabric chip when there
NoCs, that we named UDN [13] and showed its good perfdi SPace in the MDN's NI buffers. Cells are packetised by
mance as compared to existing architectures. Input andeutB1e ingress NIs; the routers then route th.ese packets to the
ports are laid out on two opposite sides of the UDN fabric chi gress Nis, where the cells are depacket_lsed and forwarded
However, this layout mandated the use of long wires to wr 8 the output line cards. Th_e MDN ‘?”'Ch'p rquters emP'oy
up the inputs/outputs around the UDN mesh. Our curren%?re and forward packet switching with FIFO input queuing.

proposed architecture has the 1/O pins spread over the féiftS! router's input port maintains a small amount of FIFO
sides of the fabric chip (see Fig. 1(b)). This obviates thedne’ uffering (< 4 packets per FIFO). Credit-based flow control

for long wires by allowing the use of short uniform wiredS used between these on-chip routers to ensure a lossless

over the whole switch fabric, while using less crosspoiR{s ( cogr_lmltj_nlcatlr(])n. Ealcht_router Esff a]: roun(cji—rcl)bm fﬁhedullﬂg
vs. N2). When compared to multistage fabrics or 3-D toru&P!ration when selecting packet to forward along the mes

our proposed architecture can be implemented on-chip aiad make the MDN architecture scalable, we allow the

can provide a quick and straightforward upgrade to existirggossbar fabric to have multiple (P) planes that are ver-
crossbar fabrics in a cost effective manner. Our work diffetically connected only at the edges (border routers). This
from previous art by proposing multi-hop buffered NoC- is illustrated in Fig. 2, where each plane is connected
based fabric architecture and studying its performancesundo its adjacent plane(s) via its edge routers. The crossbar
various traffic models and switch settings. I/Os connecting it to the input/output line cards are placed
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only on the central plane RM = |[P/2]). Depending ”03"F (s fi—os
on the plane they belong to and their placement in the - adl S
mesh, the MDN on-chip routers can have different degrees. o (,}1 [ 104
4 < ST <
Routers of planes 0 ané® — 1 have degreel x 4, except LTJ th LiJ LIJ
the corner routers with degreg x 3. Routers of plane w2 W3 o
P PeA{0,...,PM -1} U{PM +1,...P — 1}) have degree =

4 x 4, except the border routers (excluding the corners) wi
degreeb x 5. The border routers of the central plarje’(2])
have a degree df x 6, and the rest have degrdex 4 each.

mg. 4. 4x4 MDN with VC paths.

are connected. Depending on the desired output port, imgpmi

B. Routing in MDN packets get distributed over the lower or upper MDN planes

Input traffic is routed through the MDN based crossbas follows: First, the packet is routed up or down with respec
fabric before reaching its destination output port. Theteouto the central plane. Our routing strategy routes packetts wi
of a packet through the MDN is determined upon its ent@dd destination output port number up, and down otherwise.
to the NoC, which is encoded in the packet header. Pack€¥8ce a packet, going to outpuf arrives at network interface
follow a deterministic minimal routing while inside the MDN (¢, j), it is routed up or down. We need to determine at which
In each MDN plane (P) we use two routing algorithms: Xylane () it will be routed. This is determined as follows:
routing and balanced XY routing. XY routing is used for traffi (V/4 —i((k +1) mod2) — (j(k mod2)) + P.) mod|P/2| =
coming from an input and heading to outpyt where input = mod [ /2]. The modulo operation aims at distributing the
and Outpu!‘j reside in two adjacent (perpendicu|ar in this Casél)afﬁc over theP planes to maintain a load balance and avoid
sides of the MDN mesh. Balanced XY routing is used whegpngesting paths while idling others.
the destination output port is in the opposite side of thes®u
input port from which the traffic is originated. In XY routing th

L . . . e four sides of the MDN crossbar fabric. Packets can then
the position of the mesh routers is described by coordmat(ﬁs . : .

. . - ow in all directions and therefore deadlock can occur. We
the x-coordinate for the horizontal and the y-coordinate fo

. L avoid this by using two virtual channels (VC) at North and
the vertical position. Packets are routed to the correatroal . oo
. South inputs of the router, as shown in Fig. 3. Routers at
(X) first and then to the correct row (Y). >
. . e East and West edges of the mesh additionally have the
Balanced XY is an enhanced version of the standard

. ) . : Cs at their East and West inputs, respectively. Packets use
routing, wherein an extra turn in one of the earlier colunms

introduced in order to load balance the traffic in the mesh. kC 0 if their desj[|nat|on. Is East of their starting posmon_,
and VC 1 otherwise. This way, the MDN crossbar mesh is
packet for output x turns South/North (East/West) whea . - . .
S virtually divided in two deadlock free networks, whereireth
(N/4—i+j)mod(N/4)+k(N/4), (k € [0, 3]) and East/West . ; oo . ;
. SR traffic travels in one direction. Fig. 4 is an example of the VC
(South/North) whenz = j, wherei, j indicate the current .~ "~ " LS
L ) distribution and balanced XY routing in a 4x4 mesh.
router position in the meshy the number of inputs/outputs
of the switch and: refers to one of the four sides of the mesh.
In balanced XY, all packets of an input-output pair folloveth IV. IMPLEMENTATION RESULTS
same path. This is also the case with standard XY routing,We synthesized a NoC-based MDN in an ASIC 65 nm
where packets from the same input-output pair follow theesar@MOS technology to assess its performance. Similar to [13],
path, obviating the need for reordering. we used the Athereal NoC [14], with input-queued routers,
Since the MDN uses more than one plar®),(the path two VCs, and a non-blocking crossbar. Static-priority tebi
of each packet and the plane(s) through which it is routedtien is used between the two VCs, and round robin per VC.
computed upon its entry to the MDN. All packets enter anthis router and the MDN router will not differ significantly i
exit the MDN through the central plan&{(/), where the 1/0Os terms of area and speed. The area of a router is dominated by

Recall that the inputs/outputs of the switch are spread over



the number of registers, which is the same for both routers.
The arbitration of the Athereal router is more complex than
that of the MDN router and hence will be slower.

A 3 x 3 MDN topology is generated with 1 plane, RTL 10°
VHDL, and SystemC models of the NoC from a high-level
specification [15]. This instance contains different route-
grees, and allows us to compute the area of any size MDN
crossbar. Synthesis for a 65 nm CMOS technology, without
any optimisations, achieved 413 MHz with a cell area of
4.8 mn?. Routers of degree 3 and 4 occupy 0.29 and 0.38
mm? respectively, and NIs 0.32 nfm Router of degree 5
and 6 routers are estimated to occupy 0.49 and 0.64 mm 107 ¢
respectively. Denote the area of a router of degidey A,. \ \ R \ \ \ \
The area of a crossbar witki input-output ports and planes 01 02 03 04 .?,‘,‘?ut Lgffj 07 08 09
is then:

[2(-'44(]1[_62 B ) 4 Ay 4)]+ [A4(% B 2)2 T Ag * (N o 4)]+ Fig. 5. Cell delay comparison between the MDN and CICQ swiitkize

N 2 32x32 under Uniform traffic.
[(P—3)x« As((F —2)"+4)+ A5 (N —8)]+ N« Ay mm?,
For N = 32 and P = 3, we needl156.4, + 284 + 8 A3 +
32An7 =90 mn?. The registers that are used for FIFO buffers
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dominate the area. By using dedicated hardware ripplasgiro X ﬁ'&% f:xxllfxg
FIFOs, described in [16], the area drops significantly. IrDa 9 o | iagr\?:;;;??zzxs
nm CMOS process a 48-word 37-bit FIFO occupies a third of o CICQ: 64x64
a register-based FIFO. Using the same scaling factor for al % — 5 MDN: 64x64x3
FIFOs in 65 nm, anV port crossbar would occupy much less %
than previously shown. S 10

The router data path is 36 bits, hence the cycle time £
(to move one packet or ATM cell from one router to the <
next) is 5328 + 1 =13 cycles (assuming store and forward). ,
The maximum sustainable throughput of Anx N crossbar 10" ¢
(diagonal traffic), is thereforez—‘— = 32N107, or 10 .
cells/second foV = 32. The minimum cell latency i$3Y )13 05 06 07 08 09 1
cycles, or(9.75N)2.4 ~ 0.75 milliseconds forN = 32. Input Load

Fig. 6. CICQ vs. MDN with 3 planes under Bernoulli uniform ffia and
V. SIMULATION RESULTS different switch sizes.

This section presents the experimental results of the pro-

posed NoC-based switch and compares itto a traditional CIGQ392 (or 1024) internal crosspoint buffers. However, MDN
buffered crossbar switch withV= internal buffers each of uses just32/4)> (or 64) internal crosspoints (on-chip routers).

size 1 cell and running round robin scheduling. We testeghjs results in MDN being highly congested as compared to
the performance of the MDN architecture for different sW|tcC|CQ therefore resulting in higher cell delays.

sizes, various speedup values, different plari@sand differ-

ent router buffer sizes. Simulation run for one million time
slots and we gather the data when a tenth of the simulati
time has elapsed. The performance evaluation is carriedrun

A way to alleviate the MDN congestion is to use more

planes instead of just only one. This is illustrated in Fig. 6

ere we compare the delay of a CICQ switch to that of

) ) . ) T o n MDN using three planes and speedup two with varying
\t;anous tr?fnc cqr;]d(;t_:f)ns, '”g'“d'”g- ) .B_gr_lr]ﬁulg_umfm and - gyjitch sizes. We can see that the CICQ has a lower delay than

ursty unform with different burst sizes; i) The diagomafic -, ¢ the MDN under light loads. This is attributed to the

as _defm_ed in [17] and; iii) The unbalanced traffic model Zﬁulti-hop nature of the MDN, where packets experiencedhiti
defme.d in [18]. ] constant delay to pass through the MDN mesh. The MDN
A. Uniform Traffic delay approaches that of the fully buffered CICQ under high

Fig. 5 depicts the average cell delay of the proposed MDINads ¢~ 90%), despite their significantly different fabric sizes
architecture and compares it to that of a CICQ switch. TH&'? vs. %NQ). Observe that, unlike CICQ, the delay of MDN
MDN uses just one plane here and employs a speedup of aaot sensitive to varying traffic loads and/or switch siZdss
and two (referred to as SP1 and SP2 in the Figure). Whenimportant particularly for quality of service purpos@se
the traffic (bernoulli and bursty) is uniformly distributeder same trend is observed under bursty uniform traffic (burst si
the outputs, CICQ outperforms MDN. The higher delay off 16) as depicted in Fig. 7. Increasing the number of planes
MDN as compared to CICQ, is attributed to its much smallémproves the MDN delay performance. The MDN is scalable
interconnection stage as compared to the CICQ. The switgfth the switch radix, where the delay 64 x 64 x 3 (a 64 x 64
size used here i82 x 32, meaning that the CICQ uses upMDN with 3 planes) is comparable to that 82 x 32 x 3.
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We want to study the cost-performance curves of the MDN
architecture. However, in order to do this, we need to tune
various parameters such as, switch size, speedup (SP) dep
(number of planes) of the interconnect, buffer depth, ete, W
therefore, define the cost to beost = SP x area where
SPis the speedup of the NoC aradea is the chip area as
presented in Section IV. We define the performance to be:
Performance= 1/Delay, whereDelay refers to the average
cell delay. Fig. 8 depicts different cost-performanceisgt
of a 32 x 32 MDN under bursty traffic. We vary the buffer
size of each MDN router as well as the number of planes and VDN, SP2
observe the cost-performance outcome. We can see from th —x—CICQ
Figure that it is better to increase the number of planes (the %% 01 02 03 04 05 06 07 08 09 1
dotted graph on Fig. 8) rather than the on-chip router buffer Unbalanced Probability,

size (the solid line graph) to get a good cost-performante.ra _
Fig. 9. Performance of a 32x32 MDN and CICQ switch under Uaegd
traffic.
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B. Non uniform Traffic

This section studies the MDN performance under non-
uniform unbalanced and double diagonal traffic patterns. \{g¢ MDN delay increases much slower than that of the CICQ
study the switch throughput stability under unbalancetfitra @nd this is desirable as it keeps the switch delay jitter low.
as well as the average cell delay under both unbalanced and _
diagonal traffic conditions. Fig. 9 compares the throughput N€Xt: We study the effect of the number of planes in MDN
stability of the MDN (with one plane) to that of a traditiona®" the switch thr-oughpu.t. Fig. 11(a) depicts the stability o
CICQ switch. We can see that the MDN with speedup o 32 x 32 MDN_ with varying speedup vqlu_es and numper of
is unable to deliver more than 78% throughput and h&anes respectively. When the _speedl_JpPSJus_t one, theasere
lower performance than CICQ. This is attributed to its hj/ghlIn the number of plz_ines helps_ n achle\_/lng higher throughput
congested single plane. When we increase the speedup v full throughput is not achieved. Using a speedup of two,

MDN outperforms CICQ by delivering 100% across all rangetgle’switch throughput reaches 100% with two or three planes.
of the unbalanced coefficient.. The same trend is observed for higher radix switcléok 64

ports, as shown in Fig. 11(b). When the number of planes is

We studied the average cell delay of the MDN, using ot © 3 (the dotted liné4 x 64 x 3) or higher, the MDN
plane and a speedup of two, and compared it to that ofd§/lvers 100% throughput.
CICQ switch. Fig. 10 shows the delay of the two switches Using just 3 planes seems to be enough for the MDN
under double diagonal traffic as well as unbalanced traffic (fto achieve optimal performance under wide traffic condgion
w = 0.5). We can see that MDN outperforms CICQ undefboth uniform and non-uniform). The crossbar of &nx N
both traffic conditions when the input load is high 85%). MDN switch with 3 planes would requirgV/4)* «3 ~ N2/5
The higher delay of MDN under light loads is attributed to itsrosspoints (on-chip routers). This is equivalent to a cost
multi-hop nature, incurring a delay of packets to go througieduction by a factor of 5 when compared to the fully buffered
the MDN on-chip network. However, as the load increasestossbar of a CICQ switch that usa® internal buffers.
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V1. CONCLUSION

This article proposes a novel design of buffered cross-
bar CICQ switches. Instead of a dedicated crosspoint-based
buffered crossbar switch, we propose a NOC-based crossbar
architecture. Our proposal has several advantages cothpare
to previous designs. First, a multi-hop buffered intercasin
divides the long wires between crossbar inputs and outptds i
a number of shorter wires between the individual hops. This
can alleviate the long wiring delay faced in traditionalssbar
design. Second, the adoption of a NoC-based crossbar chip
allows internal buffer optimization and sharing. Third, alti
hop interconnect provides path diversity and thereforal loa
balancing and reliability in presence of interconnectufial
We proposed a NoC-based architectures, namely the MDN
switching architecture, studied its performance underouar
metrics and showed that it can achieve high-performance. We
prototyped a32 x 32 NoC-Based crossbar switch and found
that we can clock the switch at 413 MHZ with a clock cycle
time of 2.4 ns, achieving an aggregate switching bandwidth i
the Tbps ranges.
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