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Abstract—1In this paper, we present a network interface (NI) for
an on-chip network. Our NI decouples computation from com-
munication by offering a shared-memory abstraction, which is in-
dependent of the network implementation. We use a transaction-
based protocol to achieve backward compatibility with existing bus
protocols such as AXI, OCP, and DTL. Our NI has a modular
architecture, which allows flexible instantiation. It provides both
guaranteed and best-effort services via connections. These are con-
figured via NI ports using the network itself, instead of a sepa-
rate control interconnect. An example instance of this NI with four
ports has an area of 0.25 mm? after layout in 0.13-xm technology,
and runs at 500 MHz.

Index Terms—Best-effort communication, communication pro-
tocols, network interfaces, networks on chip, packet switching, per-
formance guarantees.

I. INTRODUCTION

ETWORKS-ON-CHIP (NoC) have been proposed as a
solution to the interconnect problem for highly complex
chips [1], [31-[5], [9], [14], [20], [21], [23], [26], [28]-(30],
[35], [42]. NoCs help designing chips in several ways. They
* structure and manage wires in deep submicron technolo-
gies [4], [5], [14], [20], [29], [35].
* allow good wire utilization through sharing [9], [14], [20],
[35].
 scale better than buses [1], [21], [28], [35].
* can be energy efficient and reliable [4], [9].
¢ decouple computation from communication through well-
defined interfaces, enabling IP modules and interconnect
to be designed in isolation, and to be integrated and reused
more easily [4], [18], [28], [29], [35],.[39].

Networks are composed of routers, which transport the data
from one place to another, and network interfaces (NIs), which
implement the interface to the IP modules. In a previous ar-
ticle [35], we showed the tradeoffs in designing a cost-effec-
tive router combining guaranteed with best-effort traffic. In this
paper, we focus on the other NoC component, the NI.

On-chip NIs must provide a low area overhead, because the
size of IP modules attached to the NoC is relatively small. Our
NI is intended for systems-on-chip (SoC), hence, it must have
a low area. To enable the reuse of existing IP modules, we
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must provide a smooth transition from buses to NoCs. A shared-
memory abstraction via transactions (e.g., read, write) ensures
this. Further, we also have to provide a simple and flexible con-
figuration, preferably using the NoC itself to avoid the need for
a separate scalable control interconnect.

We achieve a low-cost implementation of the NI by im-
plementing the protocol stack in hardware, and by exploiting
on-chip characteristics (such as the absence of transmission
errors, relatively static configuration, tight synchronization) to
implement only the relevant parts of a complete ISO—OSI stack
[36]. A hardware implementation of the protocol stack provides
a much lower latency overhead compared to a software im-
plementation. Further, a hardware implementation allows both
hardware and software cores to be reused without change [7].

Our NI provides services at the transport layer in the ISO-OSI
reference model [36], because this is the first layer where of-
fered services are independent of the network implementation.
This is a key ingredient in achieving the decoupling between
computation and communication [24], [39], which allows IP
modules and interconnect to be designed independently from
each other. We provide transport-layer services by defining con-
nections (e.g., peer-to-peer or multicast) configured for specific
properties (e.g., throughput, ordering).

We offer guaranteed services (e.g., lower bounds on
throughput, and upper bounds on latency) as they are essential
for a compositional construction (design and programming) of
SoC. The reasons are that they limit the possible interactions
of IPs with the communication environment [18], [20], sepa-
rate the IP requirements and their implementation, and make
application quality of service independent of the IP and NoC
implementations.

Our NoC, called Athereal, offers a shared-memory abstrac-
tion to the IP modules. Communication is performed using a
transaction-based protocol, where master IP modules issue re-
quest messages (e.g., read and write commands at an address,
possibly carrying data) that are executed by the addressed slave
modules, which may respond with a response message (i.e.,
status of the command execution, and possibly data) [38]. We
adopt this protocol to provide backward compatibility to ex-
isting on-chip communication protocols (e.g., AXI [2], OCP
[32], DTL [33]), and also to allow efficient implementation of
future protocols, which are better suited to NoCs.

We provide a modular NI, which can be configured at design
time. That is, the number of ports and their type (i.e., master
port, or slave port), the number of connections at each port,
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memory allocated for the queues, the level of services per port,
and the interface to the IP modules are all configurable at design
(instantiation) time using an XML description.

The NI allows flexible NoC configuration at runtime. Each
connection can be configured individually, requiring config-
urable NoC components (i.e., router and NI). However, instead
of using a separate control interconnect, which must be scalable
too, for NoC program, the NoC is used to program itself. This is
performed through configuration ports using memory-mapped
input/output (DTL-MMIO) transactions [33]. The NoC an be
configured in a distributed fashion (i.e., via multiple configura-
tion ports), or centralized (i.e., via a single port).

The paper is organized as follows. In the next section, we
briefly cover the related work on NIs. In Section III, we describe
NoC services that we implement, and the interface offered to the
IP modules. In Section IV, we present a modular NI architecture,
which is split into a kernel, providing core functionality, and a
number of shells to extend functionality, e.g., wrappers to pro-
vide an interface to existing bus protocols, such as AXI or DTL.
In Section V, we show that NoCs can be configured both in a
distributed and in a centralized way, and we present the tradeoff
between the two approaches. We then show how the NI allows
NoC configuration using the NoC itself as opposed to via a sep-
arate control interconnect. In Section VI, we demonstrate the
feasibility of our NI design through a prototype implementation
in a 0.13-pm technology, and we conclude in Section VII.

II. RELATED WORK

NI design has received considerable attention for parallel
computers [10], [13], [27], [31], [40], and computer networks
[6], [8], [11], [12]. These designs are optimized for performance
(high throughput, low latency), and often consist of a dedicated
processor, and large amount of buffering. As a consequence,
their cost is too high to be applicable on chip.

On-chip interconnect interfaces have been already used for
decoupling computation from communication, allowing inter-
connect and processing cores to be designed independently and
to be reused [15], [19], [25], [43] For NoC interconnects, first,
NIs are just being designed.

Dally and Towles describe a tile-based NoC which provides
a low-level datagram protocol [14]. The interface has an input
port and an output port, each with a separate data part (256 bits)
and a control part (38 and 22 bits for input and output ports, re-
spectively). The control data includes data types, packet size,
virtual channel, and, for the input port, routing information.
Higher-level services can be layered on top of this interface.

Liang et al. present a NoC architecture in which the router
and the NI are integrated in a single block, called communica-
tion interface [28]. Communication patterns are determined at
compile time and programmed in the communication interface.
The switch in the communication interface is programmed in
every cycle based on this programming. The communication in-
terface is estimated to have an area of 30 x 10 \? and to run at
350 MHz in 0.3-um technology. This results in approximately
0.50 mm? in 0.13-zm technology.

Bolotin et al. present an irregular mesh NoC, called QNoC
[9]. The QNoC NI offers a bus-like protocol with conventional

read and write semantics. This NI offers four service levels,
where signaling has the highest priority, followed by real time,
read/write and block transfer.

Liu et al. propose the NoC to be viewed as an interconnect
intellectual property module [29]. The NI of this NoC offers
services at the transport layer, being responsible for message
to/from packet conversion. An NI example offering a unidirec-
tional 64-bit data only interface to a CPU is presented.

Bhojwani and Mahapatra study the impact of the packetiza-
tion implementation on area, latency, complexity, and flexibility
[7]. The paper shows three packetization schemes: 1) in software
and 2) in hardware on core, and 3) in a wrapper. Software imple-
mentation results in high latencies and an increase of code size.
On-core hardware packetization has a 13 K gates area overhead
and a moderate latency: 10.8 ns. A hardware wrapper implemen-
tation has the lowest area overhead: 4 K gates, and the lowest
latency: 3.02 ns.

Other NoC proposals exist, where an NI is envisaged to pro-
vide communication services to the IP modules connected to the
NoC [21], [22], [26], [30], [42]. However, no design details are
offered yet for these NIs.

The existing NI designs address one or more of the aspects
of our NI: low cost, high-level services offering an abstraction
of the NoC, modular design, and differentiated services. How-
ever, to the best of our knowledge, our NI is the first to address
all these aspects. In addition to these, our NI also provides time
guarantees (i.e., bandwidth and latency bounds), and offers a
solution to NoC and IP modules configuration at runtime, re-
sulting in a complete NI solution.

III. NoC SERVICES

As mentioned in the previous section, the communication ser-
vices of the Athereal NoC are defined to meet the following
goals:

* decouple computation (IP modules) from communication
(NoC);

* provide backward compatibility to existing bus protocols;

* provide support for real-time communication;

* have a low-cost implementation.

Decoupling computation from communication is a key ingre-
dient in managing the complexity of designing chips with bil-
lions of transistors, because it allows the IP modules and the
interconnect to be designed independently [24], [39]. In NoCs,
this decoupling is achieved by positioning the network services
at the transport level [5], [35] or above in the ISO-OSI refer-
ence model [36]. At the transport level, the offered services are
end to end between communicating IP modules, hiding, thus,
the network internals, such as topology, routing scheme, etc.

Backward compatibility with existing protocols, such as AXI
or DTL, is achieved by using a model based on transactions
[38]. In a transaction-based model, there are two types of IP
modules: masters and slaves (see Fig. 1). Masters initiate trans-
actions by issuing requests, which can be further split in com-
mands, and write data (corresponding to the address and write
signal groups in AXI). Examples of commands are read and
write. One or more slaves receive and execute each transaction.
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Optionally, a transaction can also include a response issued by
the slave to the master to return data or an acknowledgment of
the transaction execution (corresponding to the read data and
write response groups in AXI).

In the ZAEthereal NoC, all these signals are sequentialized in
request and response messages, which are supplied to the NoC,
where they are transported by means of packets. Sequentializa-
tion is performed to reduce the number of wires, increasing their
utilization, and to reduce the area for the switching elements.
Packetization is performed by the NI and is, thus, transparent to
the IP modules.

The Athereal NoC offers its services on connections. The
reason we use connections is to allow differentiated communi-
cation services and guarantees offered to the IP modules. Con-
nections can be peer to peer (one master, one slave), multicast
(one master, multiple slaves, all slaves executing each transac-
tion, and, currently, no responses allowed to avoid merging of
messages), and narrowcast (one master, multiple slaves, a trans-
action is executed by only one slave), as shown in Fig. 2 [38].

Connections are composed of unidirectional peer-to-peer
channels (between a single master and a single slave). To each
channel, properties are attached, such as guaranteed message
delivery or not, in-order or unordered message delivery, and
with or without timing guarantees. As a result, different prop-
erties can be attached to the request and response parts of a
connection, or for different slaves within the same connection.
Connections can be opened and closed at any time. Opening

and closing of connections takes time, and is intended to be
performed at a granularity larger than individual transactions.

In Athereal, message delivery is guaranteed by not allowing
network buffers to overflow [35], [37]. This is ensured using
credit-based flow control at the link level to avoid router buffer
overflow, and at the channel level (i.e., peer-to-peer between two
NIs) to avoid NI buffer overflow.

Message ordering is offered natively by the channel imple-
mentation. Within a channel, messages are packetized and sent
by the NI in order of their receipt from the IP. The packets in
a channel are forced on the same path in the NoC, where they
are kept in order by the routers and NIs. This choice limits the
flexibility in routing the packets (e.g., no dynamic routing is pos-
sible), however, simplifies significantly NI design and reduces
its cost, because there is no need to reorder within the NI.

Ordering guarantees are provided only within a channel. Dif-
ferent channels are treated as separate entities in the NI sched-
uler, and they may have different routes. As a result, message
reordering is possible across channels.

Support for real-time communication is achieved by pro-
viding throughput and latency guarantees. These are essential
for complex real-time streaming application (e.g., high-end TV
chips), because they considerably reduce the integration time,
and allow IP reuse.

In Zthereal, throughput and latency guarantees are imple-
mented by configuring connections as pipelined time-divi-
sion-multiplexed circuits over the network. Time multiplexing
is only possible when the network routers have a notion of
synchronicity which allows slots to be reserved consecutively
in a sequence of routers [18], [35]. This scheme has smaller
packet buffers, and, hence, has lower implementation cost
compared to alternatives, such as rate-based packet switching
[44], or deadline-based packet switching [34].

Throughput guarantees are given by the number of slots re-
served for a connection. A slot corresponds to a given band-
width: B;, and, therefore, reserving N slots for a connection
results in a total bandwidth of N x B;. The latency bound is
given by the waiting time until the reserved slot arrives and the
number of routers data passes to reach its destination.

Protocol stacks that are used in networks to implement
different communication services, require additional cost com-
pared to buses. Protocol stacks are necessary in networks to
manage the complexity of networks, and to offer differentiated
services. The pressure to keep the protocol stack small is higher
on chip than off hip, because the size of the IP modules attached
to the NoC is relatively small. However, for NoCs, the protocol
stacks can be reduced by exploiting the on-chip characteristics
(e.g., no transmission errors,! short wires) [38]. In the Athereal
NoC, we optimize the performance and minimize the cost of

In current CMOS technologies (e.g., 0.13 pm), the mean time between
failure is very large. Moreover, when NoCs are used, e.g., in mesh, wires are
structured, and their properties can be controlled such that the probability of
transmission errors is nearly 0. Considering these, it is safe to assume there are
no transmission errors in an NoC. In future technologies, the error rate is going
to increase, and, consequently, additional support for error handling, such as
error detection, error correction, and retransmission after error detection, might
become necessary. This is a possible extension to NoCs, typically done at the
data link layer, which has little impact on the higher layers, i.e., network and
transport.
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Fig. 3. NI kernel and shells.

the protocol stack by implementing it in hardware, rather than
in software. We support this claim in Section VI.

More on the services offered by the Zthereal NoC can be
found in [38].

IV. NI ARCHITECTURE

The NI is the NoC component that implements the services
described in the previous sections, and provides the conver-
sion of the packet-based communication of the NoC to the
higher-level protocol that IP modules use. We split the design
of the NI in two parts (see Fig. 3):

1) the NI kernel, which implements the channels, packetizes
messages and schedules them to the routers, implements
the end-to-end flow control and clock domain crossings;

2) the NI shells, which implement the connections (e.g., nar-
rowcast, multicast), transaction ordering for connections,
and other higher-level issues specific to the protocol of-
fered to the IP.

The reasons for this split in the design are

* the reuse of the NI kernel across various NI flavors.

* easy migration to various communication protocols by im-
plementing a simple shell.

* cost optimizations by omitting the shells that are not
needed.

* the option to automatically generate NI instances by as-
sembling the kernel and various existing shells.

A. NI Kernel Architecture

The NI kernel (see Fig. 4) receives and delivers messages
from the IP modules. These messages contain the sequentialized
data provided by the IP modules via their protocol. The message
structure may vary depending on the protocol used by the IP
module. However, the message structure is irrelevant for the NI
kernel, as it just sees messages as pieces of data to be transported
over the NoC.

NI Ports: The NI kernel communicates with the NI shells via
ports. Typically, there are multiple ports per NI, as an IP module

clock domain
boundary
ng
'\router
port
pck

Fig. 4. NI kernel ports.

does not transfer enough data to fill up the NoC link capacity (16
Gb/s in our current prototype).

At each port, peer-to-peer connections can be configured,
their maximum number being selected at NI instantiation time.
A port can have multiple connections to allow differentiated
traffic classes, in which case there are also conn signals to se-
lect on which connection a message is supplied or consumed.
In Fig. 4, we show an example NI with two ports, in which the
first port can have up to two connections, and the second port
can only have one connection.

Connection Implementation: A peer-to-peer connection
consists of two channels: one request channel and one response
channel (see Fig. 5). The reason for this choice is to come close
to existing on-chip communication protocols (AXI, OCP, or
DTL), and, consequently, have low-cost shell implementations.
Alternatively, unidirectional connections (i.e., consisting of a
single channel) are also possible, but we decided not to use
them, because the communication model they offer (message
passing) is not common practice for on-chip designs.

Each channel uses two queues for storing messages, one in
each of the two NI kernels. As there are two channels per con-
nection, in each NI kernel, there are two message queues for
each connection (one source queue, for messages going to the
NoC, and one destination queue, for messages coming from the
NoC). Their size is also selected at the NI instantiation time.
In our NI, queues are implemented using custom-made hard-
ware first-in first-outs (FIFOs), and are also used to provide the
clock-domain crossing between the network and the IP mod-
ules. Each NI-kernel port can, therefore, have a different clock
frequency.

Each channel is configured individually. In a first prototype of
the ZEthereal NI (see Fig. 8), we can configure if a channel pro-
vides time guarantees (GT) or not (we call this best effort, BE),
reserve slots for GT connections (in the Slot Table Unit STU),
configure the end-to-end flow control (in the space counter),
and the routing information (in the conn table). For details on
how these channel properties are configured, see Section V.
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End-to-end flow control ensures that no data is sent unless
there is enough space in the destination buffer to accommodate
it. The alternative of not using end-to-end flow control would
lead to either (1) dropping data at the destination NI in case
the buffer is full, which would add considerable complexity and
cost for data retransmission, or (2) letting the data chain in the
network starting at the NI's full buffer, which can lead to NoC
congestion, and deadlock.

We implement end-to-end flow control using credits [41]. As
shown in Fig. 5, for each channel, there is a counter (space)
tracking the empty buffer space of the remote destination queue.
This counter is initialized with the remote buffer size. When data
is sent from the source queue, the counter is decremented. When
data is consumed by the IP module at the other side, credits are
produced in a counter in the remote NI (credit) to indicate
that more empty space is available. These credits are sent to the
producer of data (dashed line in Fig. 5) to be added to its space
counter.

In the Athereal prototype, we piggyback credits in the
header of the packets for the data in the other direction to
improve NoC efficiency. As shown in Fig. 6, which plots the
average link bandwidth resulted when implementing a mpeg2
video encoder/decoder? using our NoC interconnect, overhead
bandwidth can be reduced with up to 20% by piggybacking

2We modeled an mpeg2 encoder/decoder using main profile (4:2:0 chroma
sampling) at main level (720 x 480 resolution with 15 Mb/s), supporting in-
terlaced video up to 30 frames per second. This application consists of 15 pro-
cessing cores and an external SDRAM, and has 21 streams (with an aggregated
bandwidth of 3 GB/s), all configured to have guaranteed throughput.

quently, the number of credit packets (i.e., overhead introduced
by credits) decreases. The drawback of increasing burst sizes is
that buffers need to increase to accomodate the larger bursts.

As shown in Fig. 7, besides the routing information (path and
queue identifier), we use 5 bits (27 to 31) in the packet header
for piggybacking the credits. Thus, the maximum amount of
credits that can be sent at a time is currently 2° = 32. Note
that at most space data items can be transmitted before credits
must be received. We call the minimum between the data items
in the queue and the value in the counter space, the sendable
data. Whenever a queue contains sendable data, the request
generator issues a signal specifying that that queue can be
scheduled.

From the source queues, data is packetized, and sent to the
NoC via the router port. A packet header consists of the routing
information (in the current prototype, this is the path from the
source NI to the destination NI as a sequence of router ports?),
remote queue id (i.e., the queue of the remote NI in which the
data will be stored), and piggybacked credits. The packetization
is controlled by the £1it ctrl module, which indicates if
the produced word is a header. The path and the remote queue
id are taken from the conn table, and the credits to be reported
are taken from credit table).

NI Scheduler: We implement a scheduler to arbitrate be-
tween the channels that have data to be transmitted (see Fig. 8).
The scheduler is split in two.

1) The GT scheduler checks if the current slot is re-
served for a GT channel. If the current slot is reserved, and
there is sendable data in the queue for which the reserva-
tion has been made, that queue is scheduled.

3We opt for source routing because it does not require routing tables in the
routers, and, thus, routing table configuration. Source routing also allows router
design to be independent of the NoC topology.
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2) The BE scheduler uses round-robin arbitration to se-
lect between the BE queues which have sendable data, but
only when there is no queue scheduled in the GT sched-
uler.

In this way, our NoC provides time guarantees (i.e., bandwidth
and latency), while at the same time allows the rest of the re-
maining NoC capacity to be used by best-effort traffic.

NI Kernel Optimizations: To increase the NoC efficiency, it
is preferable to send longer packets. To achieve this, we use
the following two optimizations. First, the decision on when
the packet is finished is taken as late as possible (by one of
the scheduler modules). This allows newly arrived data to
be attached to an ongoing packet, increasing its length, and op-
timizing NoC utilization. The packet end is marked using the
already existing two control bits used by the routers to manage
flits. In the current implementation, the link width is 32, and flits
consist of three words (see Fig. 9) [35]. Consequently, there are
three control values sent consecutively in a flit. The first spec-
ifies the flit type (i.e., 0 = empty,* 1 = GT, 2 = BE), the
second gives the number of words other than a packet header in
the flit, and the third uses only one bit to specify if the current
flit is the last of a packet (1), or not (0).

4When an empty flit is sent, only the two control lines are set to 0. Data lines
do not toggle, and, therefore, minimum power is consumed.

Second, we implement a configurable threshold mechanism,
which skips a channel as long as the sendable data is below
the threshold (thresholds are stored in the trshld table, see
Fig. 8). This is applicable to both BE and GT channels. To pre-
vent starvation at user/application level (e.g., due to write data
being buffered indefinitely on which the IP module waits for an
acknowledge), we also provide a flush signal for each channel
(and a bit in the message header) to temporarily override the
threshold. When the flush signal is high for a cycle, a snapshot
of its source queue filling is taken, and as long as the words in the
queue at the time of flushing have not been sent, the threshold
for that queue is bypassed.

The flush signal is controlled by the IP modules. This is
a standard technique in modern communication protocols,
such as DTL (which has a similar flush signal) or AXI (which
forces transmission of potentially buffered write data with
an unbuffered write command). For read commands, no such
flush-equivalent exists, and, therefore, the NI shells always set
the flush high for read commands and read data.

As shown in Fig. 10, using thresholds increases network uti-
lization (e.g., 20% for a threshold of 16 and a burst size of 16),
especially for small burst sizes, because it forces longer packets,
and, hence, a lower number of packet headers. On the other
hand, waiting for data to accumulate to create longer packets
increases the latency (see Fig. 11), and longer packets require
larger buffers (see Fig. 12). Consequently, using data thresholds
involves a tradeoff between network utilization on one hand, and
latency/cost on the other hand, and should be used only when
necessary.

A similar threshold is set for credit transmission (also in the
trshld in Fig. 8). The reason is that, when there is no data
on which the credits can be piggybacked, the credits are sent as
empty packets, thus, consuming extra bandwidth. To minimize
the bandwidth consumed by credits, a credit threshold is set,
which allows credits to be transmitted only when their sum is
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above the threshold. Similar to the data case, credits can also be
flushed to prevent possible starvation.

As for the data thresholds, credit thresholds increase NoC
utilization, especially for small burst sizes, because by forcing
credit accumulation, less empty packets carrying only credits
are generated (see Fig. 13, where data thresholds are set to
0). However, as opposed to the data thresholds, setting credit
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Fig. 14.  Average latency relative to flow-control threshold.

thresholds has little impact on the latency and buffer require-
ments (see Figs. 14 and 15). The reason is that the application
has a periodic bursty behavior, and the time needed to report
credits back (in one or multiple packets) is lower than the time
between bursts. Consequently, credits are always reported in
time, thus preventing data being buffered, and not affecting the
latency.

As credits are piggybacked on packets, a queue becomes
eligible for scheduling (i.e., request generator issues a
signal for that queue to GT scheduler and BE sched-
uler) when either the amount of sendable data is above its
data threshold, or when the amount of credits is above its
credit threshold. However, once a queue is selected, a packet
containing the largest possible amount of credits and data
will be produced. Note the amount of credits is limited by
the implementation to the given number of bits in the packet
header, and BE packets have a maximum length to avoid links
being used exclusively by a single packet/channel, which could
cause NoC congestion and/or starvation.

For the incoming packets, the NI inspects the header, adds the
credits to the counter space, and stores the data (without the
header) in the queue specified by the queue id field in the packet
header. The data is then ready for consumption by the shells at
the NI-kernel ports.
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Fig. 16. Master shell. version of a protocol such as DTL or AXI. Support for different
protocols is possible due to the fact that NI kernel is protocol
i data agnostic. The basic functionality of such shells is to (de)sequen-
msg |, Deseq @d+ﬂags tialize commands and their flags, addresses, and write data in
addr request messages, and to (de)sequentialize messages into read
data, and write responses. Master shells sequentialize request
id data messages and desequentialize response messages, while slave
msg < — shells sequentialize response messages and desequentialize
< Seq wr_resp
< request messages.

Fig. 17. Slave shell.

B. NI Shell Architectures

With the NI kernel described in the previous section, peer-to-
peer connections (i.e., between one master and one slave) can be
supported directly. These types of connections are useful in sys-
tems involving chains of modules communicating peer to peer
with one another (e.g., video pixel processing [16], [19]).

For more complex types of connections, such as narrowcast
or multicast, and to provide conversions to other protocols, we
add shells around the NI kernel. As an example, in Fig. 3, we
show a NI with two DTL and two AXI ports. All ports provide
peer-to-peer connections. In addition to this, the two DTL ports
provide narrowcast connections, and one DTL and one AXI port
provide multicast connections. Note that these shells add spe-
cific functionality, and can be plugged in or left out at instanti-
ation time, according to the requirements. NoC instantiation is
simple, as we use an XML description to automatically generate
the VHDL code for the complete NoC, including the NI, router
and the NoC topology [17].

Master/Slave Shells Architecture: In Figs. 16 and 17, we
show a master and slave shells that implement a simplified

In Fig. 18, we show an example of 32-bit message structures
for the AXI protocol resulting after sequentialization. These
messages are passed from NI shells to the NI kernel. For the
request message, the command (AWRITE) and all its flags are
included in the first word of the message, the address (ADDR)
is set in the second word, and the write data (WDATA), in the
case of a write command, are appended at the end. There is one
limitation in this encoding compared to the original AXI pro-
tocol: the strobe is identical for all transferred write words in a
burst, while in AXI each write word have an individual strobe.
If individual strobes for each word are required, this can be im-
plemented either by extending the link width frome.g., 32 to 36
bits to also accommodate the strobes, or by adding extra strobe
words in the message formats. This functionality leads, how-
ever, to increased cost and/or overhead.

For the response message, there is a bit (R/B) specifying if
the message corresponds to a read data or to a write response.
R/BRESP[1:0] indicates if the transaction is successful or not.
In the case of a read data response, _ALEN[3:0] is also copied
in the response message by the slave AXI NI shell to reduce
the NI buffering cost. Additionally, if multiple connections are
implemented at the NI port, a connection id can be generated
based on the transaction’s address or thread id.
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Fig. 19. Narrowcast shell.

Narrowcast Shell Architecture: In Fig. 19, we show an ex-
ample of a narrowcast shell. Narrowcast connections are con-
nections between one master and several slaves, where each
transaction is executed by a single slave selected based on the
address provided in the transaction [38]. Narrowcast connec-
tions provide a simple, low-cost solution for a single shared ad-
dress space mapped on multiple memories. It implements the
splitting/merging of data going to/coming from these memories.

We implement the narrowcast connection as a collection of
peer-to-peer connections, one for each master-slave pair. Within
a narrowcast connection, the slave for which the transaction is
destined is selected based on the address (Conn block). The
address range assigned to each slave is run-time configurable
in the narrowcast module. In-order delivery per slave of re-
quest messages is provided natively by the Athereal NoC for the
peer-to-peer connections. To provide in-order response delivery,
the narrowcast shell keeps a history of connection identifiers of
the transactions with responses (e.g., reads, and acknowledged
writes), and the length of these responses. That allows the re-
sponses being received in order from each of the slaves to be
interleaved correctly before being delivered to the master.

Multichannel Shell Architecture: When a slave using a con-
nectionless protocol (e.g., DTL) is connected to an NI port sup-
porting multiple connections, a multiconnection shell must be
included to arbitrate between the connections. A multiconnec-
tion shell (see Fig. 20) includes a scheduler to select connections
from which request messages are consumed, based for example,
on their filling. As for the narrowcast, the multiconnection shell
has a connection id history for mapping back the responses from
the slave to their corresponding connections.

V. NETWORK CONFIGURATION

Before the Athereal NoC can be used by an application, it
must be configured. NoC (re)configuration means opening and
closing connections in the system. Connections are set up de-
pending on the application or the mode the system is running.
Therefore, we must be able to open and close connections while
the system is running. (Re)configuration can be partial or total
(some or all connections are opened/closed, respectively).

Opening/closing connections implies allocating/deallocating
resources for communication. For example, a connection re-
quires buffering resources, it is associated an identifier, it is con-

msg_req msg_req
que_fill &
=1 |Sched Resp
cid_req
\4
resp
cid_resp
msg_resp msg_resp

Fig. 20. Multiconnection shell.

figured a memory map, and it may possibly be allocated a pri-
ority and/or a portion of the bandwidth. In our NoC, these re-
sources are allocated in the network components by writing reg-
isters via a control port using a standard protocol, such as AXI
or DTL-MMIO.

Resource allocation requires arbitration for the case in which
two connections request the same resources. This arbitration
can be performed either centralized or distributed. In the cen-
tralized case, there is only one resource manager, which opens
and closes all connections. In this case, the cost of managing
resources is lower, and can produce better results. However, a
centralized resource manager does not scale and cannot be used
for large NoCs. In the distributed case, there are multiple re-
source managers distributed in the NoC, which arbitrate locally
for their resources. This is a scalable resource management so-
lution. However, the associated cost is higher.

In the current prototype of the Athereal NoC, we opt for cen-
tralized configuration, because it is able to satisfy the needs of
a small NoC (around ten routers), and has a simpler design and
lower cost. More specifically, when a centralized configuration
scheme is used, our routers do not require any configuration
(they are stateless and identical). The reasons are as follows.

1) We use source routing, and, thus, the routing information
is present in the packet headers.

2) In our slot allocation scheme, it is enough to reserve slots
in the source NI for a given path to guarantee the band-
width for that path.

In this way, router design is simplified, leading to an approx-
imately 30% lower-cost router, at the price of introducing
headers for the guaranteed throughput traffic too.

In general, opening a connection between two NIs requires
setting up two channels (one request channel and one response
channel). For each channel, only the source NI needs to be con-
figured. Consequently, opening a connection between two NIs
results in configuring these two NIs.

Setting up one channel consists of two parts:

1) finding the free slots and selecting those to be allocated to

the channel;

2) writing the registers of the channel in the source NI.
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Fig. 21. NI configuration.

Finding and selecting slots is performed traversing the slot ta-
bles of each link along the path from the source NI to the desti-
nation NI, and selecting the slots required to accommodate the
required bandwidth. In the case not enough free slots are avail-
able, an error is returned to the programmer.

Slot finding and selection is proportional to the length of the
path and the slot table size. We implemented a software pro-
totype centralized implementation for an ARM, which takes
NoHops x [NoSlots/32] x 15 ns on an ARM running at 200
MHz, where NoH ops is the channel path length, and NoSlots
is the slot table size. For example, computing the slot allocation
for a channel with a path of length 4 and a 128 slot table takes
240 ns.

Writing the registers of a channel implies executing write
transactions over the NoC. This is again proportional to the
NoC speed, NoC size (i.e., the distance between the NI where
the configuration is performed and the NI to be configured),
and the number of registers to be written (three for normal
channel configuration, two in case the channel is attached
to a narrowcast shell, and NoSlots for slot reservation).
If individual write transactions are used for writing regis-
ters, the time take to configure a channel is approximately
FlitSize X (NoRegisters + 1 + NoHops)/NocFreq us,
where NoRegisters is the number of registers to be written,
flitSize is the number of words in a flit (three in Athereal
case), NoH ops is the channel path length, and NocF'req is the
frequency at which the NoC runs (500 MHz for ZAthereal). For
a path of length 4, part of a narrowcast connection, for which
six consecutive slots have been reserved (resulting in a reserved
bandwidth of 90 MB/s), the configuration time is 90 ns.

A. NI Configuration

NIs are configured via a configuration port (CNIP), which
offers a memory-mapped view on all control registers in the NIs.
This means that the registers in the NI are readable and writable
by any master using standard read and write transactions.
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Configuration is performed using the NoC itself (i.e., there
is no separate control interconnect needed for NoC configura-
tion). Consequently, the CNIPs are connected to the NoC like
any other slave (see CNIP at NI2 in Fig. 21). At the config-
uration module C£g’s NI, we introduce a configuration shell
(Config Shell), which, based on the address configures the
local NI (NI1), or sends configuration messages via the NoC to
other NIs.

Connections are set up by writing the proper values in NI reg-
isters. To configure a connection between two modules (e.g.,
from master B and slave A in Fig. 21), the NIs to which the mod-
ules are attached must be configured. These NIs are configured
either directly (e.g., NI1 via CNIP), or by using a configuration
connection (e.g., NI2 via the connection Cfg—NI2).

As NoC configuration is quite elaborate, and is susceptible to
introducing programming errors, we have also implemented a
high-level API for NoC configuration. This API provides prim-
itives for transparently opening and closing NoC connections.
Besides simplifying the NoC programming, this API allows the
configuration code to be independent of the NoC implementa-
tion.

VI. IMPLEMENTATION

In the previous section, we described a prototype of a config-
urable NI architecture. In this section, we discuss the area and
speed figures for the NI components: NI kernel, narrowcast,
multichannel and configuration shells, and master and slave
shells for a simplified version of DTL.

A. NI Area

The Athereal NI is modular and can be configured at design
time. That is, the number of ports and their type (i.e., configura-
tion port, master port, or slave port), the number of channels at
each port, memory allocated for the queues, the level of services
per port, and the interface to the IP modules are all configurable
at design (instantiation) time.
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<NetworkInterface id="NI00" slots="8">

<SlaveNIP id="CONFIG” protocol="DTL” channels="1" iqdpth="8"" oqdpth="8" />
<MasterNIP id="IP1” protocol="DTL” channels="1" iqdpth=""8" oqdpth="8" />
<MasterNIP id="IP2” protocol="DTL” channels="2" iqdpth="8 8" oqdpth="8 8" />
<SlaveNIP id="IP3” protocol="DTL” channels="4" iqdpth="8 8 8 8” oqdpth="8 8 8 8" />

</NetworkInterface>

Fig. 22. Example of topology description.

We use an XML description to generate the RTL-VHDL code
for instances of our NoC, where the configuration of the NIs and
routers, as well as their interconnect is specified. The resulting
VHDL code is compliant with the Philips internal design flow.
In Fig. 22, we show part of such an XML description, which
specifies one NI instance. This instance has a slot table with
eight slots, and four DTL ports, two master ports, and two slave
ports (listed as MasterNIP and SlaveNIP entries in the XML
description). For each of these ports, the number of channels
that can be configured is specified in the channels attribute: 1, 1,
2, and 4, respectively. For each of these channels, the input and
output queue depths are specified by the “iqdpth” and “oqdpth”
attributes, respectively.

We have synthesized a NI kernel with this description. The
queues are area-efficient custom-made hardware FIFOs. We use
these FIFOs instead of RAMs, because we need simultaneous
access at all NI ports (possibly running at different speeds) as
well as simultaneous read and write access for incoming and
outgoing packets, which cannot be offered with a single RAM.
Moreover, for the small queues needed in the NI, multiple
RAMs have a too large area overhead. Finally, the hardware
FIFOs implement the clock domain boundary allowing each
NI port to run at a different clock frequency. The router side of
the NI kernel runs at a frequency of 500 MHz, which matches
our prototype router frequency [35], and delivers a bandwidth
toward the router of 16 Gb/s in each direction. The synthesized
area for this NI-kernel instance is 0.136 mm? in a 0.13-um
technology.

Narrowcast and multiconnection shells have an area of 0.004
and 0.007 mm?, corresponding to 3% and 5% of the NI kernel
area. The DTL shells are very small, 0.005 and 0.002 mm? for
the master and slave ports, corresponding to 3.5% and 1.5% of
the NI kernel area, respectively. (This is also due to the fact that
not all of the DTL functionality has been implemented). The
configuration shell, which provides a simplified DTL interface
to configure the NoC, has an area of 0.01 mm?Z.

Summing up, the total area of an NI is

NIArea = KernelArea + SlaveC fgShell Area
+ NumMasters x MasterShell Area
+ NumSlaves x SlaveShell Area
+ NumNCMasters x NCShell Area
+ NumMCSlaves x MCShell Area

where KernelArea is the kernel area, SlaveC fgShell Area
is the area of the slave shell used to configure the NI,
NumMasters, NumSlaves, NumNCMasters,
NumMCSlaves are the number of masters, the number of
slaves, the number of masters with multiple connections and
the number of slaves with multiple connections, respectively,

slave master
shells shells
BE and GT C;enlnt&
schedulers 9
trshid space &
credit
Fig. 23.  Six-port NI layout.

and MasterShell Area, SlaveShellArea, NCShell Area,
MCShell Area are the master shell, slave shell, narrowcast
shell, and multichannel shell areas, respectively.

For the above example, NI with four ports, one for configura-
tion (one channel to which the configuration shell is attached),
two masters (one offering narrowcast with two channels), and
one slave (multichannel with four channels), the total area is
0.136+0.01+2 x 0.00540.004 +0.002+0.007 = 0.169 mm?.

The layout of the NI instance described above, which has an
area of 0.25 in a 0.13-pm technology. The increase in area com-
pared to the synthesized area is due to the utilization (70%), and
the power ring (not normally needed when the NI is part of a
larger design).

In Figs. 23 and 24 we show a detailed view of the area con-
sumption of different parts of the NI. The figures show a NI
with three single-connection master ports, four single-connec-
tion slave ports of which one is used for NI configuration, where
all queues are eight words deep. One can note that for this NI in-
stance, a large part of the area is consumed by the FIFOs (27%).
Master and slave shells take 26% of the NI area. The tables for
channel configuration (i.e., conn, be/gt, trshld, space and credit)
occupy 19% of the NI area. The BE and GT schedulers oc-
cupy 6.5% of the NI area. The rest of 21.5% is consumed by
other logic, such as packetization/depacketization, multiplexing
of data, or credit management.

If the NI has only single-connection ports, its area is approxi-
mately proportional to the number of ports. The nonproportional
part consists of the master and slave shells, which have different
cost, and the area in misc. In Fig. 25, we show the area of the
NI, when we vary the number of master and slave single-con-
nection ports.

B. NI Latency

The latency introduced by our current NI is two cycles in
the DTL master shell (due to sequentialization, as part of pack-
etization), 0 to 2 in the narrowcast and multicast shells (de-
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Fig. 24. Six-port NI area details.
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Fig. 25. NI area.

pending on the NI instance), and between 1 and three cycles
in the NI kernels (as data needs to be aligned to a three word
flit boundary), and two clock cycles for clock domain crossing.
Additional delay is caused by the arbitration, but we do not in-
clude this in the NI latency, as it needs to be performed anyway
(also in the case of a bus, arbitration is performed).

The resulting latency overhead introduced by our NI is
between four and ten cycles, which is pipelined to maximize
throughput. The latency overhead of a software implementa-
tion of the protocol is much larger (e.g., 47 instructions for
packetization only [7]).

A second advantage of a hardware implementation is that it
allows both legacy software and hardware task implementations
to be used without change. For example, a legacy DTL or AXI
module can be connected directly to a network as it has been
connected to a bus. However, if parts of the protocol stack are
implemented in software (e.g., ordering or packetization), a pro-
grammable module (e.g., CPU, FPGA) would need to be at-
tached to the NI to execute the software protocol parts. If no
such CPU exists, the legacy modules could not be used, or would
need to be changed to implement the missing parts (e.g., produce
data in a packetized format directly if packetization is done in
software).

VII. CONCLUSION

In this paper, we describe an NI architecture which offers
high-level services at a low cost. Our NI provides a shared-
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memory abstraction, where communication is performed using
read/write transactions. We offer, via connections, high-level
services, such as transaction ordering, throughput and latency
guarantees, and end-to-end flow control. These connections are
configurable at runtime via a memory-mapped configuration
port. We use the network to configure itself as opposed to using
a separate control interconnect for network configuration.

Our NI has a modular design, composed of a kernel and
several shells. The NI kernel provides the basic functionality,
including arbitration between channels, transaction ordering,
end-to-end flow control, packetization, and a link protocol with
the router. Shells implement: 1) additional functionality, such
as multicast and narrowcast connections and 2) adapters to
existing protocols, such as AXI or DTL. All these shells can
be plugged in or left out at design time according to the needs.
This is done using an XML description of the NoC, which is
used to automatically generate the RTL-VHDL code for the
NoC, including the NIs, routers and the network topology.

We show an instance of our NI, which shows that the cost of
implementing our protocol stack in hardware is small (0.25 mm?
after layout in a 0.13-um technology, running at 500 MHz). Our
hardware protocol stack implementation provides a very low
protocol overhead of 4 to 6 cycles, which is much lower than
a software stack implementation.

In conclusion, we provide an efficient NI offering a shared-
memory abstraction, high-level services (including guarantees),
which allows runtime network configuration using the network
itself.
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