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Abstract: As the complexity of Systems-on-Chip (SoC) is growing, meeting real-time re-
quirements is becoming increasingly difficult. Predictability for computation,
memory and communication components is needed to build real-time SoC.
We focus on a predictable communication infrastructure called the Æthereal
Network-on-Chip (NoC). The Æthereal NoC is a scalable communication infras-
tructure based on routers and network interfaces (NI). It provides two services:
guaranteed throughput and latency (GT), and best effort (BE). Using the GT ser-
vice, one can derive guaranteed bounds on latency and throughput. To achieve
guaranteed throughput, buffers in NI must be dimensioned to hide round-trip
latency and rate difference between computation and communication IPs (Intel-
lectual Property). With the BE service, throughput and latency bounds cannot
be derived with guarantees. In this chapter, we describe an analytical method to
compute latency, throughput and buffering requirements for the Æthereal NoC.
We show the usefulness of the method by applying it on an MPEG-2 (Moving
Picture Experts Group) codec example.

Keywords: Networks-on-chip, Systems-on-chip, Time division multiplexing, Real-time sys-
tems, Predictable systems, Guaranteed throughput and latency connections, Best
effort connections, Analysis and Verification of Networks-on-chip.

1. INTRODUCTION
As systems on a chip (SoC) grow in size and complexity, the current ways

of system interconnect, such as buses and switches, cannot be used anymore,
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because of, e.g., scalability and layout problems. For such complex sys-
tems, networks on chip (NoCs) have emerged as an interconnect solution.
Some examples of NoC are SPIN (Adriahantenaina, Charlery, Greiner, Mor-
tiez and Zeferino, 2003; Guerrier and Greiner, 2000), Æthereal (Goossens, van
Meerbergen, Peeters and Wielage, 2002; Rădulescu, Dielissen, González Pes-
tana, Gangwal, Rijpkema, Wielage and Goossens, 2005; Rijpkema, Goossens,
Rădulescu, Dielissen, van Meerbergen, Wielage and Waterlander, 2003), Nos-
trum (Millberg, Nilsson, Thid and Jantsch, 2004), SoCBUS (Wiklund and Liu,
2003), QNoC (Bolotin, Cidon, Ginosar and Kolodny, 2004), aSOC (Liang,
Swaminathan and Tessier, 2000), and others (Benini and De Micheli, 2001;
Benini and De Micheli, 2002; Dally and Towles, 2001; Karim, Nguyen and
Dey, 2002).

Most of the current interconnects, as well as NoCs have been built to offer
best-effort (BE) communication services. BE communication infrastructures
are not analyzable. Therefore, they require simulations to verify if the spec-
ified requirements are fulfilled. Because for complex chips, the interconnect
is a central component in the system (Goossens, Gangwal, Röver and Niran-
jan, 2004), complete system simulations are required for system verification.
Covering worst-cases for all configurations is not possible through simulations,
because they are based on sample (demanding) inputs, which are never guar-
anteed to cover worst-case and corner cases. Problems that may appear during
simulations are resolved by adjusting parameters in one or several of the many
arbiters. If any change, system has to be resimulated again. There are three
main problems with such systems: 1) long simulation times at each change,
2) numerous changes because of interdependences which lead to change side
effects, and 3) worst-case behavior is not necessarily covered.

To solve these problems, we advocate the use of throughput and latency
guarantees (Goossens et al., 2004; Goossens et al., 2002; Rijpkema et al.,
2003). Each IP (Intellectual Property) module (i.e., computation and memories
modules) can then be designed in isolation, because the interconnect require-
ments are made explicit. As the communication has a guaranteed behavior, the
composed system will function according to the specifications provided all IP
modules meet their specifications (correct by construction system) (Goossens
et al., 2004). If IP modules have predictable behavior, the system behavior can
be formally verified, without the need of simulations. If IP modules do not
have predictable behavior, providing guarantees in the interconnect is still use-
ful, because of the system compositionality resulted from offering guarantees:
the system does not need to be simulated as a whole, but simulating only IP
modules is enough. Moreover, there are no interdependencies, and, therefore,
modifying parts of the system does not affect other parts of the system.

In this chapter, we focus on verifiable systems without a need of simula-
tions. We define a model to characterize traffic of streaming IP modules, which
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Figure 1-1. Connection example.

are characterized by the fact that they produce/consume data periodically. Us-
ing this and the Æthereal NoC’s guaranteed-throughput service, we show how
to compute the latency and throughput for the worst-case. We also compute
the lower-bound sizes of the buffers between the NoC and the IP modules that
guarantee the latency and throughput requirements are met. All these computa-
tions have been implemented in a verification tool, which is used by the Æthe-
real design flow (Goossens, Dielissen, Gangwal, González Pestana, Rădulescu
and Rijpkema, 2005; Goossens, González Pestana, Dielissen, Gangwal, van
Meerbergen, Rădulescu, Rijpkema and Wielage, 2005) to dimension and con-
figure the NoC to satisfy the application requirements. We illustrate the use
of the verification tool by applying it to an MPEG-2 (Moving Pictures Expert
Group) codec example.

The chapter is organized as follows. In the next section, we describe the ba-
sics of the Æthereal NoC, focusing on the guaranteed-throughput and -latency
communication services. In this section, we also define a communication
model for the IP modules, and introduce some notation used in the chapter.
In Section 3, we use these models to derive the throughput resulting from a
given NoC for which the slots have been allocated. In Section 4, we compute
the lower-bound sizes of the buffers between NoC and the IP modules. Further,
in Section 5, we derive the latency that results from a given system consisting
of a NoC and its attached IP modules. Our, throughput, buffer size, and la-
tency formalizations and their implementation in a verification tool are shown
in use by means of an MPEG-2 codec example in Section 6. We present our
conclusions in Section 7. To ease reading, we also include in Section 8 a list
of symbols used throughout the paper.

2. AN ANALYTICALLY VERIFIABLE SoC
MODEL

In this section, we first describe the Æthereal NoC, focusing on the aspects
that impact NoC analysis. Then, we list the conditions that IP modules need to
satisfy to enable (sub)system analytical verification.
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Figure 1-3. Æthereal packet format.

2.1 The Æthereal NoC Model
The Æthereal NoC (Rădulescu and Goossens, 2004; Rijpkema et al.,

2003; Goossens et al., 2002) provides communication services on connec-
tions (Rădulescu and Goossens, 2004). As shown in Figure 1-1, connections
are between two IP modules: one master, which is the module initiating the
communication, and one slave which is the target module responding in the
communication1. On each connection, we follow existing on-chip commu-
nication protocols, such as AXI, Advanced eXtensible Interface, (ARM Ltd.,
2003), OCP, Open Core Protocol, (OCP International Partnership, 2003), or
DTL, Device Transaction Level protocol, (Philips Semiconductors, 2002), and
implement a transaction-based communication. That is, the masters issue re-
quest messages, consisting of a command (e.g., read/write), flags (e.g., burst
length, mask, etc), address, and possibly write data (see Figure 1-2). Requests
are transported via the NoC to the slave, which interprets and executes them,
possibly issuing a response message, consisting of read data or acknowledg-
ments/error flags (see Figure 1-2). In the current analysis, we use a simplified
model where no acknowledgments/error flags are included.

From a NoC point of view, the request and response messages are just data
which is packetized and transported over the NoC. The packet header (see Fig-

1More complex connections are possible, e.g., between one master and multiple slaves, but this is outside
the scope of this chapter. For further information on the types of connections, please refer Rădulescu and
Goossens, 2004
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ure 1-3) added by the NoC has Lh words (in the current Æthereal implementa-
tion, Lh = 1), where the word is the unit of application data that is transferred
on a single clock edge, and is measured in Lw number of bits (currently, in
Æthereal a word consists of Lw = 32 bits)2.

A connection consists of two channels: one forward channel, on which re-
quest messages are transferred, and one reverse channel, on which response
messages are transferred. For each channel, there are two buffers that decouple
IP modules from the NoC: one buffer in the network interface (NI) accept-
ing messages in the NoC, and one buffer at the NI delivering messages to the
destination IP module (see Figure 1-1). For a connection ci, these buffers are
denoted βF,M, βF,S , βR,S and βR,M for the buffers associated to the forward
channel at master and slave sides, and those associated to the reverse channel
at the slave and master sides, respectively. As shown in Figure 1-1, for each
channel there is a producer (the master for a forward channel, and the slave for
a reverse channel), and a consumer (the slave for a forward channel, and the
master for a reverse channel).

The NoC provides credit-based end-to-end flow control (Tanenbaum, 1996)
for every channel in the NoC. This means that at the producer’s NI, there is a
counter (“remote buffer space” in Figure 1-4) tracking the available space in
the buffer at the consumer NI. Initially, this counter is set to the size of the
consumer NI’s buffer. Whenever the producer NI sends a word, the counter is
decremented, and, if it reaches zero, no data is allowed to be sent to prevent
buffer overflow at the consumer NI. When the consumer’s NI delivers messages
to the consumer IP module, another counter (“credits to report” in Figure 1-4)
is incremented. This credit value needs to be sent to the producer’s NI, to let

2A glossary of symbols is provided at the end of this chapter.
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the “remote buffer space” counter correctly follow the consumer’s NI buffer
empty space3.

This implies that besides application messages, credit information is also
transported for every channel in the network. In our implementation, and,
hence, also in our model, the credit information is transported in the packet
header (see Figure 1-3). If data is transported on the same connection in the
same direction in which credits must be sent, the credit is piggybacked on the
created packets in the header (see Figure 1-3). If there is no data to be sent,
empty packets are sent (i.e., consisting of only headers with credit informa-
tion). Because of implementation reasons (fixed number of bits in the header),
there is a maximum amount of credits that can be sent with one packet: MFC.
Consequently, the total amount of credits that can be transported on the NoC
is a function of the number of packet headers that are sent.

Throughput and latency guarantees are provided using time-division multi-
plexed circuits (Rijpkema et al., 2003). Communication streams are mapped
to connections, for which time slots in a slot table are reserved. For each slot,
a circuit is set up between the producer and the consumer that communicate
with each other. These circuits are dedicated to only the producer and the con-
sumer involved, and, therefore, any interference between different connections
is prevented. By using time-division multiplexing, the circuits are changed
at each time slot. This allows link bandwidth to be shared between multiple
connections.

To improve link utilization even further, we implement pipelined circuits.
That is, basic units of data (i.e., the amount of data that fits in a slot) are trans-
ferred across consecutive links in consecutive slots. For example, in Figure 1-5
we show links L1, L2, L3, L4 and L5, for which slots X1, X2 and Y are re-
served. Each of the slots on consecutive links are allocated consecutively (e.g.,
X1 has reservations in slots 1, 2, 3 and 4 for L1, L2, L3 and L4, respectively).
In the bottom part of the figure, we show how data is transferred in the network
following the slot reservations.

All of the NoC components (routers and NIs) run at the same frequency fnoc

(500 MHz for Æthereal), corresponding to a clock period of Tnoc = 1/ fnoc (2 ns
for Æthereal). As already mentioned, all links have the same link width
Lw. This results in a raw link bandwidth of BL = Lw × fnoc (16 Gbit/s, or
500 Mwords/s).

3An alternative way of preventing overflow at the consumer’s NI buffers is to rely on the link-level flow
control. This would be possible for best-effort communication, however, data could wait in the NoC if
a consumer does not consume data fast enough, and NoC congestion and/or deadlock may also occur,
disturbing NoC functionality. For guaranteed communication, there is no link-level flow control, and, hence,
credit-based flow control is the only way to prevent buffer overflow in the case consumer’s behavior is not
fully known.
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Figure 1-5. NoC with pipelined circuits using slots.

All NoC links have associated slot tables of equal sizes. We denote the slot
sequence in a slot table with S, and slot table size with |S|. All the slots have
an equal size: Ls (a slot has Ls words of Lw bits, which are transferred in Ts =

Ls × Tnoc seconds). For the Æthereal NoC, Ls = 3 words, and Ts = 6 ns. Note
that a slot should be large enough to at least accommodate a complete packet
header, because the packet header contains the routing information, and this
information is needed to forward the slot to the correct destination (Ls > Lh).

Given a slot table size, we define Bs = BL/|S| to be the bandwidth associated
to a reserved slot, and Bw = Bs/Ls to be the bandwidth associated to a reserved
word.

The slot allocation and assignment of each connection ci are stored in the
network interfaces. For a connection ci, there are two slot allocations: SF

i ∈ S

and SR
i ∈ S, for the forward and reverse channels, respectively.

The slot allocation for each link in the NoC is correct when (1) the number
of allocated slots does not exceed the slot table size, (2) every slot of a link
is allocated to at most one channel, and (3) when a channel traverses several
links, the slots allocated for those links are consecutive.

2.2 The IP Module Model
On a connection ci, IP modules are assumed to produce and/or consume

data in bursts, distributed uniformly in time. That is, application bursts always
come within a fixed-length periodic time interval T . As shown in Figure 1-6,
we consider two cases:
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Figure 1-6. Periodic communication model.

regular, when the time between any consecutive data transfer is exactly T ,

irregular, when data can be transferred at any time within a period T .

The IP module behavior is modeled by the data rate and burst size. The
data rate for a connection ci, measured in link-width words per second, is de-
noted for writes and reads by RWr

IP,i and RRd
IP,i, respectively. This includes the

application data (i.e., read or write data), but not the bandwidth required by
the command, command flags, and address. The reason to specify only the
application data is ease of specifications, as it allows to focus only on the way
the application communicates, without being linked to any particular protocol
or protocol implementation.

Burst sizes, denoted by LRd
DATA,i and LWr

DATA,i for a connection ci, represent the
amount of data that is transferred in a single read or write transaction (i.e.,
using a single read or write command), respectively. In our current model,
a read transaction consists of a request containing a read command on the
forward channel, and a response with read data on the reverse channel. A write
transaction consists of a request containing a write command and write data on
the forward channel, and no response on the reverse channel.

Together with the number of words needed to encode the command and
its address LRd

CMD,i and LWr
CMD,i (2 words for the Æthereal NoC for both read

and write commands), we can fully characterize the messages. For conve-
nience, we use the command to data ratio, γRd

i = LRd
CMD,i/L

Rd
DATA,i and γWr

i =

LWr
CMD,i/L

Wr
DATA,i. Knowing γRd

i and γWr
i , we can compute the command and ad-

dress rate as RRd
CMD,i = RRd

IP,i × γ
Rd
i and RWr

CMD,i = RWr
IP,i × γ

Wr
i .

As an example, let us consider a connection ci with RRd
IP,i = 12 Mwords/s, and

LRd
DATA,i = 16 words. Then γRd

i = LRd
CMD,i/L

Rd
DATA,i = 2/16 = 0.125. The resulting

command and address rate is RRd
CMD,i = RRd

IP,i×γ
Rd
i = 12×0.125 = 1.5 Mwords/s.

From IP rate and burst sizes, we derive the period with which the IP module
produces and/or consumes data. For a connection ci, we assume these periods
are identical for the master and slave IP modules attached to ci. To capture the
possible difference in read and write patterns on a connection, the IP periods
are defined separately for reads and writes as T Rd

IP,i = LRd
DATA,i/R

Rd
IP,i and T Wr

IP,i =

LWr
DATA,i/R

Wr
IP,i, respectively.



AN ANALYSIS OF GUARANTEED COMMUNICATION FOR NoCs 9

Flow control is sent in the opposite direction compared to data (be it com-
mands, addresses or application data). The credit stream must be enough to
compensate for the data stream.

2.3 Notation
In this section, we further define operations and notation to help in our anal-

ysis. We use the channel type ch (i.e., F=forward and R=reverse) and compu-
tation type comp (i.e., P=producer, C=consumer, M=master, S=slave) as su-
perscripts, and attributes to specialize the symbol attr (e.g. CMD=command,
DATA=data, I=input, O=output) and connection index conn id as subscripts
for a given symbol:

Symbolch,comp
attr,conn id (1-1)

We introduce two new operators: ⊕ and 	 for addition and subtraction mod-
ulo (denoted as %) |S|, respectively, as follows:

s ⊕ s′ = (s + s′)%|S| (1-2)
s 	 s′ = (|S| + s − s′)%|S| (1-3)

For each connection ci, we define for both forward and reverse channels a
set F ch

i containing the blocks of contiguous slots allocated for that connection.
A block from slots s to s′ (including s and s′ inclusive) is described by a tuple
containing the first slot s and the block length:

F ch
i = {〈s, ((s′ 	 s) + 1)〉 | s, s′ ∈ Sch

i ∧

(s 	 1) < Sch
i ∧

(s′ ⊕ 1) < Sch
i ∧

∀s′′, (s′ 	 s) ≥ (s′′ 	 s), s′′ ∈ Sch
i } (1-4)

We define an “empty” set Ech
i containing the contiguous blocks of slots not

allocated to each channel of a connection ci:

Ech
i = {〈s, ((s′ 	 s) + 1)〉 | s, s′ < Sch

i ∧

(s 	 1) ∈ Sch
i ∧

(s′ ⊕ 1) ∈ Sch
i ∧

∀s′′ (s′ 	 s) ≥ (s′′ 	 s), s′′ < Sch
i } (1-5)

Using F ch
i , we can also defineH ch

i as the set of slots which contain headers
in the case there is data sent at full rate. As in Æthereal packets correspond
to blocks of slots (Rădulescu et al., 2005), at each block of slots a header is
introduced:

H ch
i = {sh ∈ S

ch
i | 〈sh, λ〉 ∈ F

ch
i } (1-6)
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3. THROUGHPUT ANALYSIS
The available throughput for a connection depends on the slot allocation

for sending data and flow control information and the size of buffers in NIs.
For this analysis, we assume that slot allocation for a connection is given. To
fully utilize the available bandwidth, buffers must be dimensioned based on
the analysis of Section 4 and there must be enough bandwidth available for
sending flow control information.

To derive available throughput, for a given connection ci, network specific
overheads (e.g., packet header) and transaction specific overheads (e.g., com-
mand and address) need to be subtracted from the raw bandwidth based on the
slot allocation, Si.

We first consider the case of a producer connected to a consumer through
a channel ch with a slot allocation of Sch

i . We call Nch
h,i the number of headers

introduced in one slot table iteration of a channel ch.

Nch
h,i = |H

ch
i | (1-7)

WhereH ch
i denotes a set of allocated slots, where a header will be sent, for the

channel ch.
We define Wch

r,i as the total number of words reserved for the channel in a slot
table iteration. These words are divided in two categories, the first one is used
to carry headers Wch

h,i, and the second one is used to carry payload data4 Wch
p,i

(see Figure 1-3).

Wch
r,i = |Sch

i | × Ls (1-8)

Wch
h,i = Nch

h,i × Lh (1-9)

Wch
p,i = Wch

r,i −Wch
h,i (1-10)

Based on the bandwidth associated to a reserved word Bw, we define raw
bandwidth Bch

r,i, header bandwidth Bch
h,i, and payload bandwidth Bch

p,i for a given
channel ch.

Bch
r,i = Wch

r,i × Bw (1-11)

Bch
h,i = Wch

h,i × Bw (1-12)

Bch
p,i = Wch

p,i × Bw (1-13)

The maximum flow control value that can be sent in one packet header is
denoted by MFC and the rate to send flow control words by Θch

FC,i = Nch
h,i × Bw.

4Recall that in the payload data, we include command, address, and application data (see Section 2.1 for
explanation).
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For a correct operation, the amount of credits sent (using flow control headers)
on opposite channel (e.g. R) must be greater than or equal to the amount of
data consumed by the consumer on a channel ch (e.g. F).

ΘF
FC,i × MFC ≥ RR,M

i (1-14)

ΘR
FC,i × MFC ≥ RF,S

i (1-15)

where RR,M
i and RF,S

i are the data rate of the consumer on the reverse channel
and forward channel, respectively.

In the following sections, we derive exact formulas for throughput of write-
only, read-only and read-write connections. Furthermore, we also provide for-
mulas to check whether the given slot allocation meets the flow control require-
ments or not.

3.1 Throughput for write-only connections
For a write connection ci, all data (including command, address, write data)

are sent on the forward channel and reverse channel is used only for sending
flow control data. The available data throughput for write data is derived from
Equation (1-13):

BF
p,i = WF

p,i × Bw (1-16)

The available data RWr
DATA,i and command RWr

CMD,i throughput for write data (ex-
cluding packet overhead), for a given command to data ratio γWr

i , is:

RWr
DATA,i =

BF
p,i

(1 + γWr
i )

(1-17)

RWr
CMD,i = γWr

i × RWr
DATA,i (1-18)

The specified data rates RWr
IP,i are met when RWr

DATA,i ≥ RWr
IP,i.

On the reverse channel, no data is sent for write transactions but flow control
information (i.e., amount of data removed from buffer of the NI of consumer)
needs to be sent. For a correct operation, the amount of credits sent (using a
flow control header in a packet) must be greater than or equal to the amount of
data consumed by the consumer. By substituting values for channel type (i.e.,
R) and the specified data rates in Equation (1-15), the condition is:

ΘR
FC,i × MFC ≥ (1 + γWr

i ) × RWr
IP,i (1-19)

3.2 Throughput for read-only connections
For a read connection ci, commands and flow control information for read

data is sent on the forward channel and on the reverse channel read data and
flow control information for commands is sent.
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The available data throughput for sending commands (excluding packet
header overhead) is derived from Equation (1-13). As we only send commands
through the forward channel, the available data throughput BF

p,i is fully used for
commands RRd

CMD,i
RRd

CMD,i = BF
p,i = WF

p,i × Bw (1-20)

The available data throughput for sending read data (excluding packet
header overhead) is derived from Equation (1-13). As we only send data
through reverse channel, the available data throughput BR

p,i is fully used for
sending data RRd

DATA,i
RRd

DATA,i = BR
p,i = WR

p,i × Bw (1-21)

For a command to data ratio of γRd
i , the conditions when the specified data RRd

IP,i
and command rates are met are:

RWr
DATA,i ≥ RRd

IP,i (1-22)

RWr
CMD,i ≥ γRd

i × RRd
IP,i (1-23)

For a correct operation, the amount of credits sent (using flow control head-
ers) for the forward (reverse) channel must be greater than or equal to the
amount of data (command) sent in the reverse (forward) channel. By substitut-
ing the values for the data rates in Equations (1-14) and (1-15), the conditions
are:

ΘF
FC,i × MFC ≥ RRd

IP,i (1-24)

ΘR
FC,i × MFC ≥ γRd

i × RRd
IP,i (1-25)

3.3 Throughput for read-write connections
For the forward path, which is used for read commands, write commands,

write data, and end-to-end flow control for read data, the data rate is defined
as:

RF,RdWr
i = RRd

CMD,i + RWr
CMD,i + RWr

DATA,i (1-26)

For the reverse path, read data and flow control for forward data are sent.
The reverse data rate is defined as:

RR,RdWr
i = RRd

DATA,i (1-27)

For a read-write connection, the conditions when the specified data rates are
met are:

RF,RdWr
i ≥ (1 + γWr

i ) × RWr
IP,i + γ

Rd
i × RRd

IP,i (1-28)

RR,RdWr
i ≥ RRd

IP,i (1-29)
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Figure 1-7. Buffers are logically split in (1) decoupling buffers βP
DC and βC

DC, and (2) flow-
control round-trip latency hiding buffers βC

RL.

For a correct operation, the amount of credits sent (using flow control head-
ers) for the forward (reverse) channel must be greater than or equal to the
amount of data (command and/or data) sent in the reverse (forward) channel.
By substituting the values for the data rates in Equations (1-14) and (1-15) the
conditions are:

ΘF
FC,i × MFC ≥ RRd

IP,i (1-30)

ΘR
FC,i × MFC ≥ (1 + γWr

i ) × RWr
IP,i + γ

Rd
i × RRd

IP,i (1-31)

4. BUFFER SIZE ANALYSIS
As shown in Figure 1-1, an Æthereal connection consists of two channels:

one forward channel, and one reverse channel. Each channel has one buffer at
the producer side (forward buffer at the master side, and reverse buffer at the
slave side), and one buffer at the consumer side (forward buffer at the slave
side, and reverse buffer at the master side). Both buffers at the producer and
consumer side are used to decouple the IP blocks from the NIs, namely to
hide the differences in operating frequency and communication pattern of the
IP blocks and NI. Moreover, the consumer-side buffer is also used to hide the
round-trip latency of reporting the flow-control credits.

For analysis purposes, we split the buffer at the consumer in two: one part
for flow-control round-trip latency hiding (βC

RL), and the other for decoupling
(βC

DC) (see Figure 1-7). In an actual implementation, for efficiency reasons,
these two parts should be merged into a single buffer βC = βC

RL + β
C
DC. In the

following two sections we describe how to compute the worst-case size for
these two kinds of buffers.

4.1 Decoupling Buffers
The decoupling-buffer size computation relies on the fact that modules ex-

changing data exhibit a particular behavior. In our context, consisting of real-
time audio/video applications, it is safe to assume that modules transfer data
periodically, with an upper bound on the amount of data transferred per period.
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NoC
NINI

producer consumer

output module
of buffer βP

input module
of buffer βP

output module
of buffer βC

input module
of buffer βC

β 

Cβ 

P

Figure 1-8. For each buffer, there are an input module (filling the buffer) and an output module
(emptying the buffer).

This is, the traffic generated or consumed by a module is characterized by the
following parameters (see Section 2.2 and Figure 1-6):

Period (T ) is the minimum period in which a constant amount of data is sent.
For a connection ci of an IP module , T corresponds to T Rd

IP,i, and/or T Wr
IP,i

for read and write transactions, respectively. For an Æthereal NoC with
arbitrary slot allocation on a connection ci’s channel, the period T is
equal to the duration of a complete slot table rotation |S| × Ts. When
slots are allocated equidistantly in blocks of k contiguous slots, T is
taken (|S| ×Ts × k)/|Sch

i |. As shown further in this section and Section 5,
a smaller period T implies smaller buffers and shorter worst-case laten-
cies.

Data amount (D) is the upper bound on the transferred data in the given pe-
riod. For the IP modules, D corresponds to the messages, and is equal
to LWr

CMD,i + LWr
DATA,i for write requests, LRd

CMD,i and LRd
DATA,i for read requests

and read responses sent on a connection ci, respectively. For a NoC
with arbitrary slot allocation on a connection ci’s channel, D is equal
to the number of payload words Wch

p,i transferred in a complete slot ro-
tation. In case of equidistantly allocated blocks of k contiguous slots,
D = Wch

p,i × k/|Sch
i |.

Regular or irregular to specify if an IP module transfers data in the same or
in an arbitrary position within the interval T , respectively. IP modules
can be either regular or irregular. An Æthereal NoC, however, always
transfers data in the reserved slots, which do not change from a slot
table rotation to another. For this reason, the NoC is always periodic
over a complete slot table rotation period |S| × Ts. For connection ci’s
channel with equidistantly allocated blocks of slots, there may be jitter
in the slot allocation, and, if there is jitter, NoC will be periodic irregular
over |S| × Ts × k/|Sch

i |.

We use the same method of computing the buffer size for all the decoupling
buffers, at producer and consumer sides, and for all connections. To simplify
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T T

Regular periodic communication:
at most ªt/Tº data elements transferred

Irregular periodic communication:
at most (ªt/Tº + 1) data elements transferred

tt

t t

Figure 1-9. Upper bounds for periodic data transfer.

T T

Regular periodic communication:
at least ¬t/T¼ data elements transferred

Irregular periodic communication:
at least (¬t/T¼ - 1) data elements transferred

tt

t t

Figure 1-10. Lower bounds for periodic data transfer.

the discussion, we call the module attached to the input of the buffer the input
module (producer, and NI at the consumer side), and the module attached to the
output of the buffer the output module (NI at the producer side, and consumer),
as shown in Figure 1-8.

Given an input module and an output module, let their periods be TI and
TO, and the data amount per period be DI and DO, respectively. The maximum
buffer size required between an input module MI and an output module MO is
given by the maximum difference between the data produced by MI and the
data consumed by MO over any time interval.

To compute this maximum difference for an arbitrary time interval of dura-
tion t, we must consider the worst-case for data production and consumption,
respectively. We consider the two cases presented in Section 2.2: regular and
irregular.

The worst-case data to be buffered is when the amount of produced data
over an arbitrary time interval t is maximized. As shown in Figure 1-9, for the
regular case, the amount of produced data is bounded by the minimum number
of periods TI that covers the time interval considered t:

φR
I (t) ≤

⌈
t

TI

⌉
× DI (1-32)
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input DI = 2, TI = 2

output DO = 7, TO = 7

buffer
filling

1 2 3 4 5 6 7 8 9 10 11 12 13 14 150

time1
2
3
4
5
6
7

0

8
9 DI + DO

Figure 1-11. Example buffer filling for almost regular production and consumption of data.

For the irregular case, one more data item needs to be added because of the
arbitrary position that the data may take inside the period:

φI
I(t) ≤

(⌈
t

TI

⌉
+ 1

)
× DI (1-33)

Similarly, the worst-case data consumption occurs when the amount of con-
sumed data over a time interval t is minimized. As shown in Figure 1-10, for
the regular case, the amount of data is minimized by the number of periods T
that fit in the time interval t:

φR
O(t) ≥

⌊
t

TO

⌋
× DO (1-34)

For the irregular case, one more data item needs to be subtracted because of
the arbitrary position that the data may take inside the period:

φI
O(t) ≥

(⌊
t

TO

⌋
− 1

)
× DO (1-35)

The buffer filling is a function of time t, and is less than or equal to the
difference of the amount of data sent by MI (i.e., φI(t)), and the amount of data
that can be received by MO (i.e., φO(t)) (see Figure 1-11 for an example). In
the case MO can consume more data than the MI can produce, the buffer filling
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is zero:
φ(t) ≤ max {φI(t) − φO(t), 0} (1-36)

For both regular production and regular consumption of data, the worst-case
buffer size requirements are:

φRR(t) ≤ max {φR
I (t) − φR

O(t), 0} (1-37)

From Equations (1-32), (1-33), (1-34) and (1-35), and assuming the input
rate is at most the output rate of the considered buffer (DI/TI ≤ DO/TO):

φR
I (t) − φR

O(t) ≤
⌈

t
TI

⌉
× DI −

⌊
t

TO

⌋
× DO

≤

(
t

TI
+ 1

)
× DI −

(
t

TO
− 1

)
× DO

≤ DI + DO + t ×
(

DI

TI
−

DO

TO

)
≤ DI + DO (1-38)

From (1-37) and (1-38):

φRR(t) ≤ DI + DO (1-39)

In other words, the maximum buffer filling for regular periodic input and
output modules is equal to the sum of the data produced DI and consumed DO
in the periods TI and TO, respectively.

In the case of a NoC-based system, the buffers always reside in between
an IP module (master or slave) and the NoC. The Æthereal NoC provides
guaranteed-bandwidth data transfers using slot reservations in slot tables. Con-
sequently, the NoC behavior is always regular and periodic.

In this chapter, we address the cases in which the IP module behavior is pe-
riodic and can be either regular or irregular. As the NoC is always regular and
periodic, Equation (1-39) covers the case in which the IP module is periodic.
For an irregular consumer, the worst-case buffer size requirements are given
by:

φRI(t) ≤ DI + 2 × DO (1-40)

and, for an irregular IP module producer, the worst-case buffer size require-
ments are given by:

φIR(t) ≤ 2 × DI + DO (1-41)

These two equations are derived similarly to Equation (1-39).
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For a connection ci for which the throughput is guaranteed, there are a num-
ber of slots reserved in the slot table for the forward and reverse channels.
As explained in Section 3, the bandwidth reserved with these slots is split in
bandwidth for headers (Wh,i) and bandwidth for payload (Wp,i). In the interval
given by the slot table period (|S| × Ls/BL), the data is produced/consumed
regularly. The NoC acts as an output module at the master side for the forward
channel, and at the slave side for the reverse channel, and as an input module
at the master side for the reverse channel and at the slave side for the forward
channel.

Let us first consider the case when the master and slaves produce and con-
sume data regularly. For a non-acknowledged write-only connection ci, the
decoupling buffer sizes (measured in words of Lw bits) for forward master and
slave, and reverse slave and master are given by:

βF,M
DC,i = (LWr

DATA,i + LWr
CMD,i) +WF

p,i (1-42)

βF,S
DC,i = WF

p,i + (LWr
DATA,i + LWr

CMD,i) (1-43)

βR,S
DC,i = 0 (1-44)

βR,M
DC,i = 0 (1-45)

respectively5.
For a read-only connection, buffer sizes are given by:

βF,M
DC,i = LRd

CMD,i +WF
p,i (1-46)

βF,S
DC,i = WF

p,i + LRd
CMD,i (1-47)

βR,S
DC,i = LRd

DATA,i +WR
p,i (1-48)

βR,M
DC,i = WR

p,i + LRd
DATA,i (1-49)

For a read-write connection, buffer sizes are a sum of the buffers for the
write-only and read-only cases:

βF,M
DC,i = (LWr

DATA,i + LWr
CMD,i + LRd

CMD,i) +WF
p,i (1-50)

βF,S
DC,i = WF

p,i + (LWr
DATA,i + LWr

CMD,i + LRd
CMD,i) (1-51)

βR,S
DC,i = LRd

DATA,i +WR
p,i (1-52)

βR,M
DC,i = WR

p,i + LRd
DATA,i (1-53)

For the case the master and/or slave produce or consume data irregularly
in their periods, the buffer requirements at the master/slave side double (see

5There is no buffer needed for the reverse channel, because, in the write-only case, there is no data being
sent in the reverse channel. Slots must still be reserved for the transportation of credits, however, they are
not buffered in the NI, but processed directly.
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Equations (1-40) and (1-41). Let us consider, for example, the case in which
both master and slave produce and consume data irregularly. For a write-only
connection, buffer sizes are given by:

βF,M
DC,i = 2 × (LWr

DATA,i + LWr
CMD,i) +WF

p,i (1-54)

βF,S
DC,i = WF

p,i + 2 × (LWr
DATA,i + LWr

CMD,i) (1-55)

βR,S
DC,i = 0 (1-56)

βR,M
DC,i = 0 (1-57)

For a read-only connection, buffer sizes are given by:

βF,M
DC,i = 2 × LRd

CMD,i +WF
p,i (1-58)

βF,S
DC,i = WF

p,i + 2 × LRd
CMD,i (1-59)

βR,S
DC,i = 2 × LRd

DATA,i +WR
p,i (1-60)

βR,M
DC,i = WR

p,i + 2 × LRd
DATA,i (1-61)

For a read-write connection, buffer sizes are again a sum up of the buffers
for the write-only and read-only cases:

βF,M
DC,i = 2 × (LWr

DATA,i + LWr
DATA,i + LRd

CMD,i) +WF
p,i (1-62)

βF,S
DC,i = WF

p,i + 2 × (LWr
DATA,i + LWr

CMD,i + LRd
CMD,i) (1-63)

βR,S
DC,i = 2 × LRd

DATA,i +WR
p,i (1-64)

βR,M
DC,i = WR

p,i + 2 × LRd
IP,i (1-65)

4.2 Round-Trip Latency-Hiding Buffers
The round-trip latency-hiding buffer is located in the NI at the consumer

side (see Figure 1-7). It is needed to compensate for the time from which a
producer NI reduces its credits when sending packets until it receives back
the credits from the consumer NI. If this buffer is too small, the producer NI
can run out of credits and temporarily stall its transmission of packets, and,
therefore, does not meet its bandwidth requirements.

To compute the minimum size of round-trip latency-hiding buffer, we need
to compute the worst-case latency necessary for the credits to be reported back
to the NI from where the data is sent. The buffer size must be larger than or
equal to the maximum amount of credits that can be consumed when sending
data without being reported back to the sender NI.

For a connection ci, the round-trip latencies T M
RL,i and T S

RL,i from when the
data is sent by the producer NI (at master and slave, respectively) until the first
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credits reach back the producing NI is given by:

T M
RL,i = T F,T

L,i + T R,T
L,i + max

〈s,λ〉∈ER
i

λ (1-66)

T S
RL,i = T R,T

L,i + T F,T
L,i + max

〈s,λ〉∈EF
i

λ (1-67)

where T F,T
L,i and T R,T

L,i refer to the amount of time to transport data (given by the
number of hops, i.e., the number of links traversed by the packets of a channel
from the producer to the consumer) on the forward and reverse channels, re-
spectively, and EF

i and ER
i refer to the slots not reserved (to send flow control)

for the forward and reverse channels, respectively. The first two terms repre-
sent the network latency in both directions, and the third term represents the
time flow control has to wait in the NI until it can be sent. This formula repre-
sents the latency until the first credits are returned. Recall that the maximum
amount of credits that can be transported in a packet is bounded to MFC.

To address the case in which the amount of data transferred in the T F
RL,i

and T R
RL,i intervals is larger than MFC, we compute the amount of flow control

that can accumulate in any time interval spanning over 0 < δ ≤ |S| slots6

at the destination NI without being reported back with credits (in case it is
consumed)7:

φF,acc
i (δ) = Ls × max

〈s0,λ〉∈F
F

i

{
| {s ∈ SF

i | 0 < s 	 s0 ≤ δ} | −
| {s ∈ HR

i | 0 < s0 	 s ≤ δ} |

}
−

MFC × min
s0∈H

R
i

| {s ∈ HR
i | 0 < s0 	 s ≤ δ} | (1-68)

φR,acc
i (δ) = Ls × max

〈s0,λ〉∈F
R
i

{
| {s ∈ SR

i | 0 < s 	 s0 ≤ δ} | −
| {s ∈ HF

i | 0 < s0 	 s ≤ δ} |

}
−

MFC × min
s0∈H

F
i

| {s ∈ HF
i | 0 < s0 	 s ≤ δ} | (1-69)

where the first terms represent the maximum amount of data that can be trans-
ferred in the interval δ (excluding headers), and the second terms represent the
minimum amount of credits that can be transported back to the sender in the
same interval δ.

6This interval is practically a sliding window of δ slots: [t, t + δ× Ls/BL], where t is any time aligned to the
slot boundary.
7For a correct slot allocation, for each channel, the maximum amount of credits that can be sent by the
consumer in a slot table rotation (MFC × |H

R
i | and MFC × |H

F
i |) must be larger than or equal to the amount

of data produced by the producer NI in a slot table rotation (WF
p,i and WR

p,i, respectively).
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Let δF,acc
i and δR,acc

i be the largest interval less than a slot table rotation (i.e.,
0 ≤ δF,acc

i ≤ |SF
i | and 0 ≤ δR,acc

i ≤ |SR
i |) for which βF,acc

i and βR,acc
i are maxi-

mized, respectively. Then

T M
RL,i = T F,T

L,i + T R,T
L,i + δ

F,acc
i (1-70)

T S
RL,i = T R,T

L,i + T F,T
L,i + δ

R,acc
i (1-71)

represent the minimum time intervals in which the worst-case amount of data
(the maximum amount of data) matches with the worst-case amount of credits
(the minimum amount of credits).

The buffering to hide the round-trip latency is then:

βF,S
RL,i =

T M
RL,i

|SF
i |

 ×WF
p,i + β

F,acc
i (δF,acc

i ) (1-72)

βR,M
RL,i =

T S
RL,i

|SR
i |

 ×WR
p,i + β

R,acc
i (δR,acc

i ) (1-73)

The first terms represent the buffering needed to accommodate the data sent
in complete table rotations (when latency is larger then a complete slot rota-
tion), and the second terms represent the buffering needed to accommodate
the maximum amount of data that can be sent in the fraction of the latency
overlapping with a partial slot table rotation.

4.3 Total Buffer Sizes
As mentioned earlier, the buffer sizes in the network interfaces are given by

several components: decoupling buffers and credit round-trip latency-hiding
buffers. At the producer sides (βF,M

i and βR,S
i ), the buffers are for decoupling

buffer only, while at the consumer sides (βF,S
i and βR,M

i ), the buffers are used
for both decoupling and credit round-trip latency-hiding. As a result, the buffer
sizes are given by:

βF,M
i = βF,M

DC,i (1-74)

βF,S
i = βF,S

DC,i + β
F,S
RL,i (1-75)

βR,S
i = βR,S

DC,i (1-76)

βR,M
i = βR,M

DC,i + β
R,M
RL,i (1-77)

5. LATENCY ANALYSIS
The latency of a connection ci, TL,i is composed of the latency of forward

channel T F
L,i, reverse channel T R

L,i and IP latency T IP
L,i (see Figure 1-12). For the
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Figure 1-12. Latency of a connection.

sake of simplicity, we calculate latency in terms of slot cycles, so, in all the
formulas that we derive for latency a multiplication factor of Ts must be used
when converting them in terms of seconds.

We first address the general case with one producer and one consumer con-
nected through a channel (see Figure 1-13). The latency for a channel, T ch

L,i,
is measured from the time a word data is accepted by the NI at producer side
until the same word is accepted by the consumer. Note that the latency of a
channel depends on the behavior of the consumer. We consider two cases for
consumer:

Unoccupied consumer, when a consumer is ready to consume data as soon
as data are offered by the NI at the consumer side.

2

NoC
NI

producer
MSG MSG

NI
consumer

β 

Cβ 

P

βDC
P

βDC
CβRL

C

TL,i
ch,P TL,i

ch,T TL,i
ch,C

TL,i
ch

Figure 1-13. Latency of a channel.
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Occupied consumer, when a consumer delays consumption of data due
to, for example, sharing of the same port by many connections or when the
consumer cannot, for some reason, accept the data.

In the previous section buffering values for a channel between a producer
and a consumer are derived such that full utilization of bandwidth can be
achieved, i.e., the producer never stalls because of lack of credits. Buffers are
introduced at the producer NI (called producer buffer) as well as at consumer
NI (called consumer buffer), these buffers contribute to the latency (see Fig-
ure 1-13). We split total latency for a channel T ch

L,i in three components, T ch,P
L,i

the time required for the data in front of the current word to leave the producer
NI, T ch,T

L,i the latency to transport a word from producer NI to the consumer NI
(given by the number of hops), and T ch,C

L,i the time required for the data in front
of the current word to leave the consumer NI.

T ch
L,i = T ch,P

L,i + T ch,T
L,i + T ch,C

L,i (1-78)

The latency T ch,P
L,i depends on the slot allocation. For a given slot allocation

the amount of data that can be removed from the producer buffer during one
iteration of slot table is denoted by Wch

p,i (see Equation (1-10) on page 10). In
the worst-case, the buffer is full, meaning that as many words as the buffer size
βch,P

i must be sent. We divide the data of the buffer into two parts, first part is
an integer multiple n of Wch

p,i and the second is remainder r.

βch,P
i = n ×Wch

p,i + r (1-79)

The time T ch,P
LI ,i

to send the first part of the buffer is n iterations of the slot
table. However, to derive time T ch,P

LR,i
to send the remainder data r, first a func-

tion Wch
pmin,i

(d) is defined to calculate the minimum number of payload words
that can be sent for a given window size d. The payload words are calculated
by subtracting the number of words used for sending headers from the total
number of words that can be sent for the allocated slots for the channel in the
given window.

Wch
pmin,i

(δ) = min
s∈S

{
Ls × |{s′ ∈ Sch

i | s
′ 	 s < δ}|−

|{s′ ∈ H ch
i | s

′ 	 s < δ}|

}
(1-80)

Figure 1-14 shows the number of payload words sent for the given values of δ
in an example slot allocation. For a window size of 4 (i.e., δ = 4) two extreme
possibilities for payload p=2 and p=7 and the minimum value for payload is 2.

The set {δ ∈ � | Wch
pmin,i

(δ) ≥ r} defines the values of window in which at
least the remaining data r can be sent. The minimum value in this set is not the
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Figure 1-14. The amount of payload data p sent for a given window d for an example slot
table size of 8.

worst-case delay value as it does not include all empty slots around allocated
slots. For example, to send a payload of 2 (i.e., p = 2) the set of window
is {3, 4, 5, 6, 7, 8} (derived from the condition above) and the minimum of the
set is 3 that is not the worst-case value rather the worst-case value is 4 (see
Figure 1-14). So, we define an upper bound (Wch

pmin,i
(δ) < (r + Ls)) for the set

such that it only allows sending the minimum payload data of remainder plus
the number of words in a slot. As the minimum payload words are discrete
values with the maximum step size of Ls, this upper bound also ensures that
the set of window is not empty. The maximum value of the bounded set gives
the worst-case delay to transfer the remaining data.

T ch,P
LR,i
= max

{
δ ∈ � | r ≤ Wch

pmin,i
(δ) < (r + Ls)

}
(1-81)

The total latency T ch,P
L,i is the sum of the integer part T ch,P

LI ,i
and the remainder

part T ch,P
LR,i

.

T ch,P
L,i = T ch,P

LI ,i
+ T ch,P

LR,i
(1-82)

= n × |S| +max
{
δ ∈ � | r ≤ Wch

pmin,i
(δ) < (r + Ls)

}
(1-83)

where

n =

βch,P
i

Wch
p,i


r = βch,P

i %Wch
p,i

T ch,T
L,i = Number of hops between producer NI and consumer NI. (1-84)

The latency for the consumer buffer, T ch,C
L,i , depends on the consumption

pattern of the consumer. We consider the case of an unoccupied consumer
which is ready to consume data as soon as it is offered by the consumer NI.
In this case, the consumer buffer would always remain empty as consumer is
aggressively removing data. Hence, latency caused by the consumer buffer
does not have any contributions to the total latency, (i.e., T ch,C

L,i = 0).
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In the case of an occupied consumer, we assume that in the worst-case a
consumer consumes (RIP,i × TC

IP,i) data words in a period TC
IP,i (see Section 2).

T ch,C
L,i is given by the number of consumer periods needed to empty a full buffer.

We convert it into the number of slot periods by dividing it by the time required
to traverse a slot Ts.

T ch,C
L,i =

 βch,C
i

RC
IP,i × TC

IP,i

 × TC
IP,i

Ts
(1-85)

We derive the latencies for a given connection (read and/or write) from the
latencies for a given channel in the following sections.

5.1 Latency for write-only connections
The latency T Wr

L,i for a write-only connection ci depends only on the forward
channel as data are only sent in forward direction. The latency for the oc-
cupied consumer case is the same as the latency of the forward channel (see
Equation (1-78)).

T Wr
L,i = T F

L,i = T F,M
L,i + T F,T

L,i + T F,S
L,i (1-86)

For the latency of the unoccupied consumer case the latency introduced due
to the buffer in the forward channel at the slave side T F,S

L,i is always zero as
consumer keeps the buffer empty.

The specialized formulas are derived by substituting the values of channel,
component type and and data rates in Equations (1-83), (1-84) and (1-85).

T F,M
L,i =

βF,M
i

WF
p,i

 × |S| +
max

{
δ ∈ � | (βF,M

i %WF
p,i) ≤ WF

pmin,i
(δ) < ((βF,M

i %WF
p,i) + Ls)

}
T F,T

L,i = Number of hops in forward direction.

T F,S
L,i =

 βF,S
i

(1 + γWr
i ) × RWr

IP,i × T Wr
IP,i

 × T Wr
IP,i

Ts

5.2 Latency for read-only connections
The latency T Rd

L,i for a read-only connection ci, depends on the both forward
and reverse channel as read commands are sent in the forward direction and
read data are sent in the reverse direction. We further add the latency of IP to
provide responses T IP

L .

T Rd
L,i = T F

L,i + T IP
L + T R

L,i (1-87)



26 Chapter 1

By substitution Equation (1-78) for each channel, T Rd
L,i is given as:

T Rd
L,i = T F,M

L,i + T F,T
L,i + T F,S

L,i + T IP
L + T R,S

L,i + T R,T
L,i + T R,M

L,i (1-88)

For the unoccupied consumer case, there are no latency contributions from
slave buffer in the forward channel (i.e., T F,S

L,i = 0) and master buffer in the
reverse channel (i.e., T R,M

L,i = 0) as both sides can accept data as soon as it is
offered by the respective NIs.

The specialized formulas are derived by substituting the values of channel,
component type and data rates in Equations (1-83), (1-84) and (1-85).

T F,M
L,i =

βF,M
i

WF
p,i

 × |S| +
max

{
δ ∈ � | (βF,M

i %WF
p,i) ≤ WF

pmin,i
(δ) < ((βF,M

i %WF
p,i) + Ls)

}
T F,T

L,i = Number of hops in forward direction.

T F,S
L,i =

 βF,S
i

γRd
i × RRd

IP,i × T Rd
IP,i

 × T Rd
IP,i

Ts

T IP
L,i = Latency of IP to provide responses after receiving requests.

T R,S
L,i =

βR,S
i

WR
p,i

 × |S| +
max

{
δ ∈ � | (βR,S

i %WR
p,i) ≤ WR

pmin,i
(δ) < ((βR,S

i %WR
p,i) + Ls)

}
T F,T

L,i = Number of hops in reverse direction.

T R,M
L,i =

 βR,M
i

RRd
IP,i × T Rd

IP,i

 × T Rd
IP,i

Ts

5.3 Latency for read-write connections
By substituting the buffer sizes derived for read-write case from Section 4.3

in equations defined in Section 5.1 and Section 5.2, latency for write and read
transactions can be calculated.

6. VERIFICATION TOOL AND RESULTS
We have developed a tool to verify the performance of a SoC against its

specifications using the analytical method described in the previous sections.
This verification tool takes as input NoC attributes (e.g., slot table size, slot
size, word width, and frequency), a NoC configuration per connection (e.g.,
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connection id, slot table allocation for both channels, number of hops for each
channel, transaction type), and the specified values for throughput, latency and
buffer sizes per connection. The tool derives the required buffering, the worst-
case latency, and the minimum throughput for each connection. We have de-
veloped this tool in MatlabTM and the tool produces results in XML (Exten-
sible Markup Language) format which can be converted in HTML (Hypertext
Markup Language) format.

The tool provides bounds for buffering for each connection and available
slack (e.g., additional amount of buffer) from the specified values. This infor-
mation allows to build correct NoCs with properly dimensioned buffers. The
available slack information can be used to reduce the cost of a NoC by strip-
ping additional buffers because the cost of a NoC is dominated by the cost
of buffering (Rădulescu et al., 2005). In our tool flow (Goossens, Dielissen,
Gangwal, González Pestana, Rădulescu and Rijpkema, 2005), for GT connec-
tions, we can automatically adjust buffer size to the derived bounds for each
connection.

This tool derives exact values for throughput, assuming buffers are dimen-
sioned using the derived bounds, for a given slot allocation. Furthermore, it
checks whether the given slot allocation meets the specified data rates and the
required flow control rates in the forward and the reverse direction. When these
requirements are not met, the tool provides detailed feedback about what re-
quirements are not met with exact numbers. Note that these verification equa-
tions have been incorporated in our slot allocation tool to build our NoCs in a
correct-by-construction manner.

The tool also calculates the worst-case latency for both unoccupied con-
sumer case and occupied consumer case, per connection basis. It also provides
feedback whether we meet the specified latency requirements or not.

The tool processes one connection at a time, so, execution time of the tool
is linear in number of connections in a SoC. The execution time was approx-
imately a minute for a complex SoC with as many as 200 connections. We
demonstrate the usefulness of the analysis method and the tool through an
MPEG-2 codec example.

6.1 Example
The example MPEG-2 codec SoC has 16 IPs and 3 memories and 21 guar-

anteed throughput read-write connections (see Figure 1-15). A connection is
specified between an initiator port and target port with read and/or write band-
width requirements, burst size and latency requirements. These connections
have bandwidth requirements varying from 54 to 120 Mbytes/sec and burst
sizes varying from 16 to 64 bytes.
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Figure 1-15. Description of connections for the example MPEG-2 codec.

6.2 Analysis Results and Observations
We build two NoCs for the example MPEG-2 codec. The first is an au-

tomatically generated (using our tool flow (Goossens, Dielissen, Gangwal,
González Pestana, Rădulescu and Rijpkema, 2005; Goossens, González Pes-
tana, Dielissen, Gangwal, van Meerbergen, Rădulescu, Rijpkema and Wielage,
2005) minimum mesh topology of size 2x3 using a slot table size of 64 (called
ex64) and the second is manually mapped and dimensioned 1x3 mesh topol-
ogy using a slot table size of 8 (called ex8). The results for both examples are
shown in Figure 1-16 and 1-17, respectively. First we describe what is shown
in the result tables then we compare results for both NoCs. The key points to
observe in this comparison are the effects of the size of a NoC, the size of a
slot table, and the burst size on the buffer sizes, the latency, and the throughput
of a connection.

The first column of the table shows the unique connection identifiers of the
connections, the second column shows the type of transactions allowed on the
connection (i.e., read and/or write). The third and fourth columns provide in-
formation about slot table size and allocated number of slots for both forward
and reverse channel. The fifth and sixth columns show the specified through-
put values and available throughput for the given slot allocation in Mbytes per
second. Notice that the available throughput is not exactly equal to the spec-
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ified value rather it is usually more than the specified value because the slot
allocation results in terms of integer number of slots, the available bandwidth
may exceed the specified bandwidth. Note that the bandwidth per slot depends
on the slot table size (i.e., the larger the slot table the smaller is the bandwidth
per slot). A larger slot table provides more options to match closely with the
specified throughput. For example, the available throughput for read connec-
tion 1 matches more closely to the specified value (i.e., 72 MB/s) for the ex64
architecture with 64 slots (i.e., 114.58 MB/s) than for the ex8 architecture with
only 8 slots (i.e., 166.67 MB/s).

The next four columns are for the latency represented in nanoseconds. It
shows the specified latency and worst-case latency including contributions
from the NoC, contributions of an occupied consumer port, (i.e., Sched col-
umn), and the given latency of the consumer to send responses, (i.e., IP
column) (see Figure 1-12). Note that, for low bandwidth read connections
scheduling latencies dominate the unoccupied consumer latency. A connection
with low bandwidth requirements gets its turn to be served by the consumer af-
ter long time (as the port of consumer is occupied with other connections of
high bandwidth requirements) leading to high latency. By deriving unoccupied
consumer latency and latency due to an occupied consumer port separately, one
can understand which part of the latency is due to what reason. When compar-
ing the results for the ex64 architecture with the ex8 architecture, the latency
for the ex64 architecture is always larger than for the ex8 architecture due to
larger buffer sizes and larger mesh for the ex64 architecture.

The rest of the columns show the specified and the computed buffer sizes,
and the slack for all four buffers (forward master, forward slave, reverse slave
and reverse master), respectively. The slack information tells where additional
buffering is required (when it is a negative number), and where the specified
buffer size is higher than needed (when it is a positive number). The buffer
sizes for all buffers is larger for the ex64 architecture than the ex8 architecture
due to larger NoC (mesh) and more number of allocated slots. Recalling the
equations for buffering, we observe that buffer sizes are proportional to the
number of allocated slots per channel. We can also back annotate these buffer
sizes per connection automatically and run the analysis again. The results after
running the analysis are shown in Figure 1-18.

When comparing the results for the two different topologies (ex64 and ex8)
for the given example, we observe that larger slot table sizes allow a good
match for the specified throughput requirements but they result in larger buffer
sizes and latency. The net effect of all these is an increase in area due to
the larger slot tables itself and larger buffer sizes. Figure 1-19 provides the
overview of area numbers (for 0.13µ CMOS technology) for both topologies
with derived buffering (i.e., buf-opt suffix) and with a fixed buffer size of 40
(i.e., buf-no-opt suffix). As expected router cost is higher for ex64 topology as
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Figure 1-16. Results of GT verification for the ex64 architecture.

Figure 1-17. Results of GT verification for the ex8 architecture.
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Figure 1-18. Results of GT verification with derived buffer sizes for the ex8 architecture.
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compared to ex8. It is clear from Figure 1-19 that cost of NI dominates the cost
of network. The cost of the network can thus be reduced by carefully choosing
the network parameters (e.g., slot table size and number of routers and their
connections to IPs).

Our technique allows analysis of each GT connection independently leading
to a composable design. The complete design is analyzable without the use of
any simulation techniques.

7. CONCLUSIONS
To build predictable systems all components of the system must be pre-

dictable. This includes computation components, memory components and
communication components. Our focus is on predictable communication com-
ponents (i.e., Æthereal NoC). We explain that guaranteed services are required
to do worst-case analysis of a NoC without performing time consuming sim-
ulations that may not cover the worst-case, anyways. An analyzable commu-
nication infrastructure is a must to build correct-by-construction predictable
systems. We derived bounds for worst-case values for buffer sizes, latency,
and throughput for the Æthereal NoC. We show how these techniques can be
applied using an MPEG-2 codec example. Furthermore, we show that the cost
of the communication infrastructure can be reduced with derived values for
buffer sizes and quick exploration of various topologies through our analysis
without a need of simulation.

8. GLOSSARY

Symbol Brief description
(subscript i denotes a connection identifier)

Page

βF,M
DC,i Decoupling buffer size for forward channel at master

side, in words
18

βF,S
DC,i Decoupling buffer size for forward channel at slave side,

in words
18

βR,M
DC,i Decoupling buffer size for reverse channel at master side,

in words
18

βR,S
DC,i Decoupling buffer size for reverse channel at slave side,

in words
18

βF,S
RL,i Buffer size needed to hide the round-trip latency delay of

the flow control for the forward channel at the slave side,
in words

21

Continued on next page . . .



AN ANALYSIS OF GUARANTEED COMMUNICATION FOR NoCs 33

Symbol Brief description Page
βR,M

RL,i Buffer size needed to hide the round-trip latency delay
of the flow control for the reverse channel at the master
side, in words

21

βF,M
i Total buffer size at the master side of the forward chan-

nel, in words
21

βF,S
i Total buffer size at the slave side of the forward channel,

in words
21

βR,M
i Total buffer size at the master side of the reverse channel,

in words
21

βR,S
i Total buffer size at the slave side of the reverse channel,

in words
21

γWr
i Command to data ratio for a write connection 8

γRd
i Command to data ratio for a for a read connection 8

Θch
FC,i Flow control symbol rate for channel ch, in Symbol/sec 10

BL Raw link bandwidth, in words/sec 6
Bch

h,i Header bandwidth for channel ch, in words/sec 10

Bch
p,i Payload bandwidth for channel ch, in words/sec 10

Bch
r,i Total raw bandwidth for channel ch, in words/sec 10

Bs The bandwidth associated to a reserved slot, in words/sec 7
Bw The bandwidth associated to a reserved word, in

words/sec
7

Ech
i Blocks of contiguous slots not allocated to channel ch 9

F ch
i Blocks of contiguous slots allocated to channel ch 9

fnoc Frequency of a NoC, in Hz 6
H ch

i Slots containing headers for channel ch 9

LCMD Number of words used to encode the command and ad-
dress in a message

8

LDATA The amount of words that is transferred in a single trans-
action

8

Lh Packet header length, in words 5
Ls Slot size, in words 7
Lw Word length, in bits 5

Continued on next page . . .
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Symbol Brief description Page
MFC The maximum flow control value that can be sent in one

header (or symbol)
6

RRd
CMD,i The available data throughput for read commands, in

words/sec
12

RWr
CMD,i The available data throughput for write commands, in

words/sec
11

RRd
DATA,i The available data throughput for read data, in words/sec 12

RWr
DATA,i The available data throughput for write data, in

words/sec
11

RRd
IP,i The specified data throughput for a read connection, in

words/sec
8

RWr
IP,i The specified data throughput for a write connection, in

words/sec
8

S Sequence of slots in a slot table 7
|S| Slot table size 7
Sch

i Sequence of slots allocated to channel ch 7

T Rd
IP,i The period with which an IP module issues/processes

read commands, in seconds
8

T Wr
IP,i The period with which an IP module issues/processes

write commands, in seconds
8

T IP
L IP latency to provide responses after a request is made,

in seconds
25

TL,i Latency of a connection ci, in seconds 21
T F,T

L,i Latency to transport data in the forward channel, in sec-
onds (given by the number of hops)

20

T R,T
L,i Latency to transport data in the reverse channel, in sec-

onds (given by the number of hops)
20

T ch
L,i Latency of a channel ch in seconds 22

T Rd
L,i Latency of a read-only connection, in seconds 26

T Wr
L,i Latency of a write-only connection, in seconds 25

Tnoc Clock period of a NoC, in seconds 6
Ts Time required to traverse a slot, in seconds 7
Wch

h,i Number of header words sent in one iteration of 10

Continued on next page . . .
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Symbol Brief description Page
the slot table for channel ch

Wch
p,i Number of payload words sent in one iteration of the slot

table for channel ch
10

Wch
r,i Total number of words sent in one iteration of the slot

table for channel ch
10
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