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Abstract closure. Consider that the communication patterns ofihe
We advocate a network on silicon (NOS) as a hardware ar- are dynamic at two levels. First, multiple configurations ex-
chitecture to implement communication between 1P cores in ist, each corresponding to a required user functionality. Sec-
future technologies, and as a software model in the form of  ond, communication data rates are variable within a configu-
a protocol stack to structure the programming of NOss. We  ration (e.g. variable-bit-rate PEG streams). Structuring the
claim guaranteed services are essential. In the AETHEREAL wires used for communication betwess is the main prob-
Nosthey pervade the NOs as a requirement for hardware de-  lem. If dedicated point-to-point wires are usek are con-

sign, and as foundation for software programming. nected to all possible communication partners. This leads to
1. Introduction many g_IobaI wires, with three pro_b_lems_. First, they must bg
It will soon be possible to manufacture svstems on Silicc()jﬁmensmned for worst-case conditions in terms of a) electri-
€ P y dca parameters such as cross talk and wire spacing, and b)
(soss) containing 10M gates and megabytes of embedde : . . .
' . volume of traffic. Second, it causes wire congestion around
software. The complexity of these systems will be over- . : ;
whelming, and two fundamental questions arise. First, fraggo ' | in closely-spaced high-power wires solve conges-
a hardwg’re view point. how car? thesess be dési néd,)tri%n, but this conflicts with the requirements for global wires,
What are the re u?red Hardware architecture conceg ts? .élt\él?:i—Ch are fatand widely spaced. Third, layoutand timing de-
ond, from a soft(\q/vare (application) perspective howpcaﬁ tﬁgndencies between afis make timing closure global, mak-
' bp Persp ' ing it non-scalable. Worse, it is layout specific: it cannot be
soshardware be programmed? What software concepts a L ; g .
re-used over design iterations or different designs [2].

needed? Our tenet is that only a consistent approach to both

questions will enable us to harness the opportunities offered’ FOUter network based on packet switching helps on these
by semiconductor technology accounts. Fundamentally, wires are shared, or made pro-

We believe in the intellectual-property blocke) re-use grammable, by introducing switches (routers). This is pos-
model. This means thatgos contains hundreds obs that sible because dedicated wires are normally underutilised (as
are bought or premade. Assuming their correctness, tffe as 10% [3]). The first benefit is that there are fewer
communication is then the problem. We proposevork programmable wires, which reduces wire congestion around
on silicon (NOs) to implement the communication betweefy, blocks. Second, traffic of multiples is combined over a

theselPs. A NOS is a hardware architecture together with aingle wire, which can be d_imgnsioned for the average _traffic
programming model. over all blocks using that wire instead of worst-case traffic per

Guaranteed services are the focus of this paper: they serv&- TNird, interiP wires are now structured: either they are

as the basis for the programming model, and as a requﬁgprt to get on the network, or they are router to rquter. The
ment for thenos hardware architecture. Arotocol stack Network topology and router layout can both be fixed (e.g.

is a layered approach to offering different services to diffed-[0rus and mesh [3] or a fat tree and Maltese cross [5]), or
1ly the network topology. This allows dedicated optimisa-

ent clients, based on a common network. It structures cofi! h bi inall q :
munication complexity from the physical implementation uponst at are re-usable ovenss. Finally, and most impor-
to the application in a number of layers. Thsl reference antly, decoupling of cqr_nputatlornP(s) and_co_mmumcatlon
model [4], used in this paper, comprises seven layers. In SE49S) e€nables compositional layout and timing closurres

tion 2 we motivate why a packet-switched router network f2mmunicate only using the network so that their layout and

a suitable hardware architecture, using the lower three Iayg'i’%ing closure are independent of othes.

as a backdrop. The top four layers are independent of theProgrammable wires also have drawbacks. First, different
hardware architecture and are discussed in Section 3. In #ftgtWill contend for the use of a wire, requiring arbitration
context we show why guaranteed services offer many adv&h-scheduling. The properties of a router network depend

. fixed for a configuration (static) or dynamic (within a con-
2. Packet-switched Router Networks figuration). Static scheduling must be worst case, while dy-

In this section we consider howsa scontaining hundreds of namic scheduling leads to dimensioning for average traffic
IPs can be designed, especially regarding layout and timimgjume. Scheduling can also be independent for each router



(local) or consider all routers (global). Global schedulingiust be predictable.

can avoidcontention (several packets want to use the same In a re-use modabs that are bought or re-used cannot be

resource at the same time) acmhgestion (packets waiting adapted to eachosthey are used in. They will interact in

for a resource) but is not scalable. Global scheduling is usnany different ways (event-driven, data streaming, message

ally static (circuit switching) and local scheduling dynamipassing, shared memory, etc.) [8]. Thus the interconnecting

(packet switching). Performance guarantees (i.e. absolntgwork has to be flexible, in terms of the services that it

certainty instead of probabilistic behaviour) are more easffers. This is the task of the top foarsi layers. They are

ily given for global static scheduling than for local dynamithdependent of the network hardware architectene fo end

scheduling. The way packets are buffered and scheduledtire network is transparent), apeer to peer (between enti-

routers, and the effects on performance guarantees has higaat the same level of abstraction, such as task to task). We

the subject of intense research. Fundamentally, sharing &gy list these layers, starting with the lowest.

guarantees are conflicting, and efficiently combining guaran-The aim of thetransport layer is to provide reliablend-

teed traffic with best-effort traffic is hard [7]. to-end services overconnections, through packetisation, end-
Second, programmable wires may be slower than usittigend connection management (perhaps over multiple net-

dedicatedp-to-1P wires, which may contain some buffers. Irworks), (de)multiplexing multiple transport connections over

a Nos a packet must traverse a number of routers. Wheaetwork connections, and so on. Examples of services per

scheduling statically, a packet need not incur more tharc@nnection are: uncorrupted transmission, lossless transmis-

pipeline delay per hop. But for dynamic scheduling thsion, in-order delivery, throughput, jitter (delay variation),

header of each packet must be inspected before it can be s@tlatency. Flow control avoids data loss by aligningro-

to the appropriate output port. Contention and congestidoction and consumption rates.

may further delay a packet. Finally, a packet header usesin the session layer multiple connections are combined

some of the communication bandwidth. into services such as multicast, half duplex and full duplex
Although aNos based on packet-switching has its costnnections. Synchronisation of multiple connections (of au-

(packetisation, routers, buffering, harder to give guaranteei) and video streams, for example), and token management

itis essential for arp re-use strategy because it enables corfor mutual exclusion and atomic (chains of) transactions (e.g.

positional and scalable integration of tirs. Moreover, a test and set, swap) may also be offered.

Nosinfrastructure (such as routers and protocol stack) can beThe presentation layer converts the application view on

re-used and its design cost amortised over multiple designgata to a view more appropriate for transport and vice versa.
The issues raised in this section can be mapped toshe Examples are encryption and endian-ness conversions.

protocol stack [4]. Below we discuss the three lower layers |n the application layer communication is natural to ap-

that are specific to the hardware architecture of the networiications, running omps. This could be bit streams obeying
The physical layer defines how a single bit is sent ovethe mp3 standard, video frames, or Java byte code.

a physical medium (such as a wire, bus, optical link, radio

F it deals with sianal volt dsl We now return to the question of programming. S&s
w.avesf).. or alos 1t deals with signai voltages and SI0PES,  qisis of a set abs and anos that must be (dynamically)
wire sizing, etc. of inter-router wires. The preceding discu

. tivate wh ter-basso the impl éénfigured. For a given user function, computation is mapped
sions motivate why a rouler-bastios eases the IMpIemen-, ¢ nionalips (e.g. tasks to processors) and communica-
tation of the physical on-chip wires.

. : ion to thenos. The number of configurations can be large
The data-link layer ensures reliable (lossless, fault—free;nd they may be generated at run-time by an application man-
communication over a single data .Iink. It considers CroS35er. To avoid unnecessary design iterations, we need to be
talk and fault-tolerance (both FranS|ent soft errors _and hag re of correctness of the combination of static hardware (the
errors). For share_d and especially broad-cast m_ed|a (Sucrﬂpgsand their interconnect) and dynamic software (the config-

busses),_ the medium access sublay_er d_eals with contenﬂpghons) as early as possible in the design flow. Program-

for the link. Examples are bus arbitration, and rOu'{er't?)ﬁing must be predictable; this can be ensured by basing it on
router flow control. . : . aNosthat offers guaranteed services.

Thenetwork layer has two main functions for a given net- A NOS with guaranteed services simplifies programming

work. First, delivering packets, more specifically, rOmingﬁ*ldividual IPS in three ways. First, somes have inherent

con;gesﬂon ckontrol, and schedul;ng.over multlptl.e links. S_te erformance requirements, such as a minimum throughput
ond, network management, including accounting, monitcl, - o time streaming data), or bounded latency (for inter-
ing, management or steering, and internetworking.

rupts). ANoOs with guaranteed services eases their integra-
tion. Second, amP communicates using theos. Requests

for services make its assumptions and dependencies on the
In this section we discuss the remainder of ¢® protocol NOS explicit, structuring the design and programming of the
stack, and then show why the services offered by this staek Third, anip can also be simpler when using guaranteed

3. Guaranteed Services are essential



services because it has fewer possible interactions (a strictee time-division-multiplexed circuit switching. Routers use
contract) with its environment. A service request may hartual output queuing foBe traffic. GT traffic is tightly
granted or denied by the network. Communication failuressheduled to minimise buffering. Routers do not drop or re-
are therefore restricted to the configuration phase ofrhe order packets, the former due to fine-grain link-level flow
instead of every communication action, so simplifying theontrol. A variant of the s$Lip switch-scheduling algo-
IP’s programming model. rithm [6] is used forsEe traffic. BE traffic use all spare ca-
Guaranteed services offer the following advantages for thacity in the network, i.e. bandwidth that is not reserved or
composition ofps. First, services that are guaranteed teeanunused bycT traffic. Network interfaces implement multi-
are not affected by others in the network, making reasoningpath and multi-channel ordering, and channel flow control.
about thep in isolation possible. This is essential foc@n- .
positional construction (design and programming) ¢foss. 5. Conclusions
Whenips, assumed to be correct, are combined in a systeriiithe IP re-use model communication between the mamny
must be clear that the system will function as a whole. Theores is key. We have shown that a network on silicons)
holds both at the time of design and at run time. Current sygases the design of systems on siliceos) at the levels of
tems often fail this requirement. Consider a bus; adding hardware design and software programming.
IP influences the electrical parameters (like load) of the bus,A NOS hardware architecture based on a packet-switched
as well as the existing traffic patterns. The latter can seiguter network allows average-case wire dimensioning, and
ously affect cache behaviour and hence embedded procesgduces wire congestion arourrs. It breaks the fatal global
performance. Second,NDs that offers guaranteed serviceéiming closure loop by separating interfrom intra4P com-
must accurately model its resources to offer those serviceginication, and can so reduce global design iterations. The
This makes costs of theos explicit early in the design of a OS! protocol stack structures the communication complexity
sos At run-time an application or quality-of-service manin the router network (the physical to network layers) and the
ager reconfigures theos This can only be effective whenprogramming model (the transport to application layers).
the NOs is observable and controllable, but above all, pre- While a protocol stack offers diverse services on a sin-
dictable in terms of performance and cost. Thirdyas gle hardware architecture, we show that predictability, in the
based on guaranteed services concentrates communicetom of guaranteed services, greatly benefits programming
failures to (re)configuration points. When thes declines a sosat two levels. Individualps with real-time require-
a service request from am, only thatip is affected. Fall- ments are more easily integrated, and tlees's actions are
back strategies are much easier for local configuration-tifigstricted by the contract, simplifying thes 10. At theNoOs
failure than for global failure at any point caused by any d¢vel, programming offs is compositional because their ser-

the communicating parties. vices are independent of each other. Quality-of-service man-
agers can effectively observe and steeras because it be-
4. The Athereal Network-on-Silicon haves predictably in terms of performance and cost.

The AEHEREAL NOSintends to ort both quaranteed an We believe that aios must be a synthesis of hardware ar-
. ' S o suppe guar; gﬂitecture and software programming model with guaranteed
best-effort services. We can only list some salient featurse

- . . Btvices at its core. In the FHEREAL NOSwe aim to do So
here, to indicate our current direction.

o o ... efficiently.
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