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Abstract

Mobile handheld devices need to have low energy
consumption and should be able to adapt to their envi-
ronment. To achieve this, a model is needed that makes
a trade-off between Quality of Service (QoS) and costs
at run-time. A case study of a rake receiver in combi-
nation with a turbo decoder has been done to find out
the requirements of such a model. Our conclusion is
that it is not feasible to express the whole behavior of
the system in an analytical way due to a complex exter-
nal unpredictable time-variant environment. Instead a
control system is proposed.

1 Introduction

Due to limited energy resources, mobiles need to
have low energy consumption. To obtain a low-power
consumption the system has to be energy efficient and
effective. Energy efficient means the use of low-power
hardware and efficient algorithms. Effective means do-
ing the work that is needed to satisfy the quality con-
straints only. Most applications are designed for a
worst-case scenario and waste energy in not worst-case
situations by doing more work than is strictly needed.
To save energy, applications have to adapt to the envi-
ronment of the mobile to do just enough work to satisfy
the quality constraints. The environment of the mo-
bile has a dynamic nature, and the changes are unpre-
dictable beforehand. Therefore the applications have
to adapt to their environment at run-time, instead of
making choices at design time by a designer.

Our goal is to develop a model that allows us to
make a trade-off between quality of service and energy
consumption. The model can be used to minimize the
energy consumption of the whole system while satisfy-
ing certain quality constraints. Further, the model has
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Figure 1. The System

to be ’light weight’ in terms of processing power to pre-
vent that computing a decision consumes more energy
than the energy consumption saved by the model. The
development of this model is part of the Chameleon
project. A more in-depth discussion about the different
methods to save energy for mobile multimedia hand-
held devices and the Chameleon project can be found
in [8]. The model mentioned above will be referred to
as the Chameleon model.

To investigate what this will mean in practice, we
decided to do a case study with a rake receiver [5] com-
bined with a turbo decoder [2, 3], which can be used
in a third generation telephony [4] terminal. The ge-
neral idea is that there is a trade-off between the rake
receiver and the turbo decoder. A very good rake re-
ceiver (consuming a lot of energy) gives a good output
to the turbo decoder, so the turbo decoder has an easy
job correcting the few errors. On the other hand a bad
rake receiver (consuming only a little energy) needs a
good turbo decoder (consuming a lot of energy) to ob-
tain the same bit error rate (BER) as in the previous
case.

2 System Description

Figure 1 shows the system configuration. The rake
receiver receives signals from different paths with dif-
ferent delays (there are multiple paths due to reflec-

1



tions) and combines them to construct one output sig-
nal. Each recognized path element is correlated with
a code in a finger to retrieve the original signal. This
basic principle of a rake receiver is shown in Figure 2.
For a more detailed description, see [4, 9].
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Figure 2. Basic Principle Of A Rake Receiver

The soft output signal of the rake receiver is a signed
x bits value. A high output value means a high pro-
bability that a 1 was transmitted; a low value means a
high probability that a 0 was transmitted. The turbo
decoder is an error correcting decoder, which will get
the values of the rake receiver as input and produces
hard bits (0 or 1) on the output. A block diagram is
of the turbo decoder is shown in Figure 3. The turbo
decoder is constructed out of two decoders, an inter-
leaver, and a deinterleaver. The output of each decoder
is passed to each other, to improve the output of the
decoders by use of a-priori information. This iterative
principle gives the turbo decoder a better performance
than a conventional decoder. Between the decoders,
the data is (de)interleaved. More details about turbo
decoding can be found in e.g. [10].

The Quality of Service (QoS) manager (see Fig.
1) determines the (current) values for the parameters
of the rake and the turbo decoder making a trade-
off between the costs and the performance using the
Chameleon model. The minimal requested quality is
an input constraint for the QoS manager.

There are a lot of parameters that affect the qua-
lity (and consequently the costs). However, many pa-
rameters are determined by the external environment
(e.g. number of paths and interference). These ”ex-
ternal” parameters have a considerable influence on
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Figure 3. Block Diagram Of Turbo Decoder

the system. Therefore the QoS manager has to take
into account the effects of changes of these parameters,
but the QoS manager cannot change them. Further,
the values of some parameters are determined at or al-
ready before design time (e.g. chiprate) and cannot be
changed (easily) at run-time.

The two most important trade-off parameters for a
rake receiver and a turbo decoder that can be changed
by the Chameleon model are the number of fingers and
the number of iterations. The number of fingers is
equal to the number of multipaths that are combined,
the number of iterations states how many times the
turbo decoding algorithm runs before making a hard
decision about the value of the output bit. At first
start, we will restrict our QoS manager to these two
parameters. Further, we define that quality is equiv-
alent to the bit error rate performance and that costs
are equivalent to the arithmetic complexity.

3 Model

Our goal is to construct a model that minimizes the
costs given a set of constraints. This looks like a typical
(non-linear) optimization problem known from opera-
tions research [12]. The cost function to be minimized
is the sum of the cost function for the rake receiver
and the cost function for the turbo decoder. The set
of constraints exists of (1) a quality function that must
satisfy a minimum threshold for the required minimum
quality of service and (2) limits on the range of para-
meters (e.g. the number of finger must be between 1
and 10). Note that the quality function is not the sum
of two quality functions for the rake receiver and the
turbo decoder, because the quality of the turbo decoder
is dependent on the quality output of the rake receiver.
The cost and quality functions will be discussed below
in more detail.

3.1 Cost Function

The essence of a rake receiver is correlation of the
incoming chips (transmitted pulses) with a code. If the
number of operations for this correlation are c per chip,
then the total number of operations per bit needed for
the arithmetic of the rake receiver are c · sf · co · ch,
where sf is the spreading factor (sf is equal to number
of chips per bit), co is the number of correlators and
ch is the number of channels. Note that correlators
are needed also for channel estimation and searching,
so the number of correlators is greater than the num-
ber of fingers. Further, most rake receiver designs are
more complex (having tracking algorithms, advanced
filters, etc.) that make the performance better and the
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arithmetic complexity higher. In most cases, after the
correlation the signal is multiplied with a gain factor
before the combining operation, also raising the compu-
tation costs. So, the exact costs depends on the design
and implementation, but in general the costs per bit
are proportional of sf · co · ch.

With regard to the turbo decoder, the number of
operations per bit is about linear to the number of
iterations of the turbo-decoding algorithm. There exist
different turbo decoding algorithms with different costs
and performance. Three frequently used algorithms are
Max-Log-MAP, Log-MAP and SOVA. The costs per bit
are shown in the table below [6]:

Operation Max-Log-Map Log-MAP SOVA

max ops 5 x 2M -2 5 x 2M -2 3(M+1)+2M )

additions 10 x 2M+11 15 x 2M +9 2 x 2M +8
mul by ±1 8 8 8
bit comps 6(M+1)

look-ups 5 x 2M -2

total ops 15 x 2M -17 25 x 2M +13 3x2M +9xM+25
for M=3 103 213 76

A turbo decoders contains also two (de)interleavers.
The number of operations per bit for the interleavers
dependents on their implementation. We assume these
costs about i. Each iteration the decoding algorithm is
executed twice. The number of operations needed for
the turbo decoder per bit is about n · (2 · 103 + 2 · i),
using the Max-Log-MAP algorithm and an encoder
with 3 memories, where n is the number of iterations.
The (third generation) Universal Mobile Telecom Sys-
tem (UMTS) always uses three memories in the en-
coder. So, the costs are linear with the number of exe-
cuted iterations. Note that this is only the arithmetic
cost, e.g. control costs are not included.

The cost function of the system is simply the sum
of the cost function of the rake receiver and the cost
function of the turbo decoder.

3.2 Quality Function

Problems arose when we tried to define the quality
function which gives the bit-error-rate for a certain sit-
uation. Different approaches we used:

• Analytical derivation of quality function

• Approximate a quality function

• Eliminate the need for a quality function

3.2.1 Analytical derivation of quality function

For both the rake receiver and the turbo decoder, there
are a lot of parameters that influence the quality of ser-
vice. Most of them are unpredictable (quickly chang-
ing) environment parameters. There are almost no
analytical expressions known from literature for ex-
pressing the quality of service, and those that are, are
restricted to special cases. Most results in both rake
receiver and turbo decoder research areas are obtained
by simulations, not by analytical work. A complicat-
ing factor is that the quality of the turbo decoder is
dependent on the quality of the output of the rake re-
ceiver, so the quality function cannot be split up eas-
ily into two separate parts. Most research focuses on
the rake receiver or on the turbo decoder, but usu-
ally not on their combination. Furthermore, most re-
search for the turbo decoder assumes an additive white
Gaussian noise (AWGN) channel model, whereas re-
search with regard to the rake receiver usually assumes
a Rayleigh fading or Racian channel model. These dif-
ferences make it difficult to combine these two subjects
and to derive a quality function for the whole system.
Our conclusion is that when experts with thorough sys-
tem knowledge use simulations for small parts of the
whole system due to the complexity, it is not feasible
to derive an analytical function for the whole system.

3.2.2 Approximate a quality function

If it is not feasible to define a quality function that
gives an exact indication of the quality, we can try to
derive a quality function that gives an approximation
of the quality. Because it’s not possible to do it in an
analytical way, we need data. The idea is to derive an
analytical function by means of regression and interpo-
lation. To get the necessary data we could use results
from literature or do a lot of simulations. We started
with the first possibility.

Researchers only cover one or a few aspects of the
rake receiver or turbo decoding due to the complex-
ity. All the parameters except one or a few are fixed.
Results are presented for this specific aspect. How-
ever, different researchers use different simulation en-
vironments by making different assumptions (such as
different channel models, neglecting sometimes certain
things (e.g. Doppler effect), simplifying the real world
(e.g. assuming a time invariant environment)) and fix-
ing different parameters. These differences make it
hard to combine the different results and to draw valid
conclusions for the overall system. Beside this fact,
the amount of data is very limited. Most times, only a
few plots are presented. So, there are only a few data
points. However, due to the large number of parame-
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ters, there is a very large N-dimensional space. This
means that there is not enough data to derive an ana-
lytical function for the quality of service. Note that
doing the simulations by ourselves will not solve the
last problem.

3.2.3 Eliminate the need for a quality function

After this observation, the question raised whether it
is really necessary that the quality of service function
has to be known. Of course, this is the most convenient
situation, but in a lot of other real life circumstances,
things can be regulated without knowing all the para-
meters and all the details. E.g. a thermostat can per-
fectly regulate the temperature without knowing any-
thing about the environment (like incoming sunlight,
status of fireplace, open doors) just by measuring tem-
perature and regulating the amount of appended heat.
The only ”knowledge” of the system is that adding heat
will increase the temperature.

Something similar can be done in our case. We know
that changing a parameter will make the quality better
or worse. However, the exact amount of the difference
is not exactly known. To get a better indication about
how much a change will contribute to a quality increase
or decrease, a first derivative could be calculated over
the last differences. There are a few potential problems
with this approach. First, the number of parameters
on the receiver side that could be changed should be
low. Due to the fact that it is unknown what the qua-
lity increase or decrease will be, different combinations
have to be tried out, if the quality has to be changed.
If there are too many parameters, the number of pos-
sibilities will be too large. Secondly, as already stated,
this approach could not give a prediction of the qua-
lity on beforehand. Consequently, a kind of learning
curve is needed, before a ’stable’ situation is reached.
A third problem is a parameter with a quality function
with more than one optimum. The discovered optimum
could be a local optimum instead of a global optimum.

The configuration will look like Figure 4.

Turbo decoder

fingers
max. channel

estimation
max
iterations

iterations
actually done

from channel

signal bits to higher layerRake
receiver

soft bits

Requested Quality
Control system

Figure 4. The Control System

Quality Measurement

Both the rake receiver as well as the turbo decoder
can be implemented with a facility to deliver infor-
mation that can be used to determine the quality of
service. The rake receiver can deliver the channel esti-
mation information (which has to be collected anyway).
The channel estimation provides information about the
number of paths and their phase and amplitude, so this
can be used as an indication of the quality of the in-
put channel. With regard to the turbo decoder early
stop algorithms [7, 13] are known, which prevent un-
necessary iterations if the data no longer contains er-
rors (that the turbo decoder is able to correct). The
average number of iterations that is needed to correct
the data is a measure for the BER performance of the
output of the turbo decoder.

The quality of the system is determined by the final
output, so the output of the turbo decoder has to be
compared with the given quality constraint. The qua-
lity information given by the rake receiver is however
also useful. This information can be used as extra in-
formation used to fine-tune the decisions made by the
model (e.g. ensure that the number of finger is always
equal or smaller than the number of paths).

Quality Function Characteristic

In case of the rake receiver, adding fingers will give a
better performance, until the number of fingers will be-
come larger than the number of recognized multipaths
[1]. If the number of fingers becomes too large, then the
performance will degrade, because of adding noise for
the unrecognized paths to the signal with the maximal
ratio combining. The plot of the quality as function
of the number of fingers will look like the right plot of
Figure 5.

In case of the turbo decoder, the quality will be the
same or better after each iteration, but never be lower.
The first iterations deliver more gain than the last iter-
ations [11]. Therefore, the plot of the quality (y-axis)
as function of the number of iterations (x-axis) of the
turbo decoder will look like the left plot of Figure 5.
Note that the exact numbers are unknown and depend
on a lot of parameters.

Control

With the known cost function and the data collected
through measurements of the quality, decision rules
must make the trade-offs to minimize the costs within
the given constraints. Due to limited space, not all
the decisions rules are discussed here. The principle is
that a prediction for the quality and cost increase or de-
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Figure 5. Quality Functions For The Turbo De-
coder (left) And The Rake Receiver (right)

crease can be made using the first derivative. The first
derivative of the cost function is always known. The
first derivative of the quality function must be based on
the information gathered from changes in the history.
In case there is no history, small changes can be made
to parameters to collect information to obtain the first
derivative. These changes are not allowed to cause a vi-
olation of the quality constraint, so they should always
(temporarily) improve the quality.

Due to the dynamic environment, the quality and
the value of the first derivative could change every
moment. The first derivative of the quality functions
gives only a rough guess about what will happen when
changing the parameter, not an exact estimate.

The same approach can be used with an extended set
of parameters (not only the number of turbo decoding
iterations and rake fingers). However, as mentioned,
the set has to be limited and has to satisfy the rules
that there is maximum one optimum.

4 Conclusion And Future Work

The quality of service of the current situation or a
prediction for the future can not be determined analy-
tically, due to unpredictable influences of the environ-
ment which have a considerable impact on the quality
of service of the system. Our proposal is to measure the
quality and to control the system dependent on these
measurements using predefined decision rules. A next
step in our research is to simulate the whole system to
define the decision rules in detail and to evaluate this
approach.
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